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Abstract
Transformer acceleration has increasingly emphasized local fusion
within isolated submodules, such as multi-head attention (MHA)
and softmax. However, as Transformer models continue to scale in
both depth and context length, such fragmented optimizations fail
to address end-to-end inefficiencies across the full encoder/decoder
stack. This paper presents TransFusion, a comprehensive frame-
work for end-to-end Transformer layers, including QKV projections,
MHA, LayerNorm, and FFN, as structured Einsum Cascades, en-
abling precise modelling of data dependencies and execution order.
TransFusion introduces DPipe, a unified graph-based scheduler
that partitions the Einsum-centric directed acyclic graph (DAG)
and applies latency-aware pipelining across hardware hierarchies
using dynamic programming (DP). To enable scalable execution
under strict memory budgets, TransFusion integrates TileSeek, a
Monte Carlo Tree Search (MCTS)-based tiling search algorithm
that balances buffer reuse and system constraints. Evaluated across
both cloud and edge architecture, TransFusion achieves up to an
average of 1.6× speedup on cloud and 2.2× on edge over the prior
state-of-the-art, FuseMax, by jointly optimizing inter-layer data
reuse, intra-layer pipelining, and operator scheduling.

Keywords
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1 Introduction
Transformer [45] has emerged as the foundational architecture be-
hind a wide array of state-of-the-art models in natural-language
understanding [8] [38] [19] [22] and generation [4] [39] [56] [44].
The scaling of Transformers — with more layers — to handle longer
contexts shifts bottlenecks from computation to memory band-
width, data movement, and scheduling, has led to intensive research
into software-hardware co-designs for efficient deployment both
in cloud infrastructure and edge devices [3] [40] [18] [58].

A substantial body of prior work has concentrated on optimiz-
ing the attention mechanism to reduce the data transfer between
high-latency off-chip memory and on-chip buffer. FLAT [18] applies
multi-level granularity tiling and sub-operator fusion to linearize
memory growth. Frameworks such as xFormers [20], NVIDIA Ten-
sorRT [33], and Apple CoreML [1] follow similar principles to
optimize Transformer subgraphs across diverse platforms. Moving
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beyond DRAM-SRAM interactions, FuseMax [31] further minimizes
data movement between SRAM and register files by expanding PE
register capacity (10 entries per PE), allowing full in-register reten-
tion of intermediate results and deeper operator fusion.

Further work emphasizes pipeline-level optimization under hard-
ware constraints. FlashAttention [6] [5] [40] overlaps General Ma-
trix Multiplication (GEMM) and softmax via warp-level tiling for
NVIDIA A100/H100 GPUs, while MAS-Attention [41] adopts a
similar pipeline with row-wise chunking to improve data reuse
in the edge accelerators. FuseMax [31], focusing on cloud-centric
pipelines, employs Extended Einsum representations to guide op-
erator fusions and pipelines partial softmax over 2D PE arrays,
pushing PE utilization to its architectural limits.

However, the potential of end-to-end Transformer fusion is yet to
be fully explored. Fully fusing the QKV projection, multi-head atten-
tion (MHA), feed-forward network (FFN), and Layer Normalization
(LayerNorm) remains a significant challenge due to several factors.
First, the algorithm complexity and intermediate data movement
increase with context length and model hierarchy depth, exacerbat-
ing memory bottlenecks. Second, scheduling and fusion strategies
must be aware of and able to adapt to performance characteristics
and constraints of diverse hardware architectures on cloud and
edge. Third, end-to-end fusion necessitates joint tiling across mul-
tiple fused modules; as the fusion scope and operator complexity
increase, the difficulty of searching for global tiling factors escalates
dramatically, posing a major barrier to scalable optimization.

To address these challenges, this paper proposes TransFusion, a
comprehensive and architecture-aware framework for end-to-end
Transformer acceleration, that extends beyond attention calculation
[18] [6] [5] and does not depend on hardware-specific assumptions
[31] [41] [40]. TransFusion performs full-stack fusion by leveraging
Einsum Cascades to capture the fine-grained computational pat-
terns of QKV, MHA, FFN, and LayerNorm in Transformers. Guided
by Einsum formulations, we introduce DPipe, a directed acyclic
graph (DAG) pipeline scheduler as the backbone of on-chip execu-
tion strategy, which models the compute cost of each Einsum while
performing execution stage scheduling. Additionally, a full-stack
tiling search algorithm that spans the entire encoder-decoder stack
efficiently explores the expanded search space with fusion-aware
and hardware-specific considerations. TransFusion is open-source
on Github.1 In summary, this paper makes the following contribu-
tions:

• End-to-End Fusion: A two-level fusion strategy that spans
both inter-layer and intra-layer optimization. TransFusion

1https://github.com/FusedMindLab/TransFusion
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expresses QKV, MHA, Add & LayerNorm, and FFN as struc-
tured Einsum Cascades, enabling fine-grained scheduling
across the entire encoder-decoder stack. At the inter-layer,
TransFusion performs sequence-wise outer tiling, enabling
on-chip propagation of intermediate results across layers. At
the intra-layer, TransFusion schedules fine-grained pipelin-
able inner tiles onto 1D/2D PE arrays to enable overlapped
execution across epochs and improve parallelism.2

• DPipe: A graph-based pipeline scheduling framework that
constructs operation-level DAGs from Einsum-based repre-
sentations of Transformer layers, enabling precise modelling
of computation dependencies. DPipe partitions the DAG
into pipelinable subgraphs, taking into account hardware-
specific characteristics such as memory hierarchy, compute
parallelism, and PE granularity to generate optimized ex-
ecution plans under hardware constraints using dynamic
programming (DP).

• TileSeek: A full-stack tiling search algorithm leveraging
Monte Carlo Tree Search (MCTS) to explore the joint design
space of tiling factors and mapping parameters to maximize
cache reuse and data locality, enabling effective adaptation
to hardware-specific memory hierarchies. TileSeek also ana-
lyzes tile feasibility and embedding vector integrity as criti-
cal requirements for module-level fusion, ensuring both the
implementability and correctness of end-to-end fusion.

2 Background
This section reviews a general architecture for cloud and edge
devices, the standard Transformer design, recent acceleration tech-
niques, and the Einsum-based abstractions that enable efficient
execution on modern hardware.

2.1 Architecture
Prior research primarily targets specific hardware: FlashAttention-
1/2/3 are optimized for NVIDIA GPUs (A100/H100), while Google’s
TPU v2/v3[32] underpins several spatial and dataflow accelerators[18,
31]. For edge scenarios, MAS-Attention builds on a modified spatial
accelerator from TileFlow[58].

TransFusion generalizes across both cloud (e.g., TPU v2/v3[32])
and edge-oriented neural processing units (NPUs)[18, 31, 58]. Our
evaluation adopts the architecture in Figure 1, featuring off-chip
memory, a shared on-chip buffer, and two compute arrays: a 2D PE
array for matrix-dense operations and a 1D PE array for stream-
ing/vector workloads.

Figure 1: Simulated Cloud and Edge and Architecture Design.
2The outer tile represents off-chip memory to on-chip buffer and the inner tile repre-
sents on-chip buffer to PE.

For hardware simulation, we adopt Timeloop and Accelergy,
developed by NVIDIA and MIT[34, 51]. Timeloop supports loop-
level dataflow and mapping analysis for deep neural networks
(DNNs) on spatial accelerators, while Accelergy offers cycle-level
energy estimation across compute and memory hierarchies. We
integrate both to model Einsum performance under cloud and edge
architectures, and to analyze energy breakdowns across compute
arrays and memory components.

2.2 Transformer
The Transformer [45] is a fully attention-based architecture for
sequence modelling, eliminating recurrence and convolutions. It
adopts a modular encoder-decoder design built from stacked multi-
head self-attention (MHA) and feed-forward networks (FFN), each
wrapped with residual connections and layer normalization for
training stability. The encoder transforms token embeddings into
contextual representations via repeated MHA-FFN layers, while
the decoder employs masked self-attention for auto-regressive gen-
eration and encoder-decoder attention to integrate source context.
Self-attention enables the model to capture global dependencies
across the sequence in parallel.

At the core of the architecture is MHA, which projects input
sequences into multiple sets of queries Q, keys K, and values V
via learned linear transformations. Each head computes scaled
dot-product attention in parallel to capture diverse contextual de-
pendencies.

Attention(𝑄,𝐾,𝑉 ) = softmax
(
𝑄𝐾⊤√︁
𝑑𝑘

)
𝑉 (1)

These heads operate in distinct representation subspaces, en-
abling the model to capture diverse relational patterns. Their out-
puts are concatenated and linearly projected:

MultiHead(𝑄,𝐾,𝑉 ) = Concat(head1, . . . , headℎ)𝑊𝑂 (2)
Each sub-layer is surrounded by a residual connection, followed

by layer normalization, which stabilizes training by re-centering
and re-scaling the inputs:

LayerNorm(𝑥) = 𝛾 ⊙ 𝑥 − 𝜇
𝜎

+ 𝛽 (3)

where 𝜇 and 𝜎 are the mean and standard deviation of the input
vector, and 𝛾 , 𝛽 are learnable affine parameters.

The FFN in each layer is applied identically and independently
to each position, transforming representations through two linear
layers separated by a non-linear activation:

FFN(𝑥) = Linear2 (𝜙 (Linear1 (𝑥))) = 𝜙 (𝑥𝑊1 + 𝑏1)𝑊2 + 𝑏2 (4)
Common choices for 𝜙 include Rectified Linear Unit (ReLU),

Gaussian Error Linear Unit (GeLU), and Sigmoid Linear Unit (SiLU),
enabling the network to learn rich, token-specific transformations.

2.3 Transformer Acceleration
Recent acceleration efforts for Transformers primarily target MHA,
aiming to reduce intermediate memory traffic and enhance com-
pute efficiency. These approaches commonly employ tile-and-fuse
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strategies to avoid off-chip writes of large intermediate results such
as 𝑄𝐾𝑇 and softmax outputs.

For instance, FlashAttention [6] and FlashAttention-2 [5] tile
the 𝑄 , 𝐾 , and 𝑉 matrices, stream data from GPU High-Bandwidth
Memory (HBM) to on-chip SRAM, compute attention outputs block-
wise, and fuse multiple operators to minimize intermediate writes.
This leads to both lower memory overhead and better compute
throughput on architectures such as NVIDIA A100.

FLAT, targeting TPUs and general spatial accelerators, applies
row-wise fusion across the entire attention computation. It pro-
cesses one row of 𝑄 at a time, computes the corresponding 𝑄𝐾𝑇 ,
softmax, and final output entirely on-chip, reducing buffer demands
while maintaining full operator fusion.

To improve compute utilization further, FlashAttention-3 intro-
duces pipelining across warp groups using ping-pong scheduling,
overlapping MatMul and softmax stages to keep GPU cores busy.
Similarly, FuseMax maps fused attention onto spatial arrays using
Einsum-based designs, tailored for high-throughput cloud deploy-
ments.

2.4 Einsum
Recent advances in tensor algebra introduce Einsum, a formal ab-
straction that models sequences of dependent tensor operations.
Traditionally, Einsum denotes tensor contractions using compact
index notation, defining computations over shared indices—for
example, matrix multiplication as:

𝑍𝑚,𝑛 =
∑︁
𝑘

𝐴𝑚,𝑘 · 𝐵𝑘,𝑛 (5)

Traditional Einsums are limited to basic operations. The Ex-
tended Einsum abstraction allows user-defined map-and-reduce
operations. For instance, the softmax computation over a vector 𝐼𝑚
can be expressed as:

𝐺 = max
𝑚

𝐼𝑚 (6)

𝑆𝑚 = exp(𝐼𝑚 −𝐺) (7)

𝐴𝑚 =
𝑆𝑚∑
𝑘 𝑆𝑘

(8)

where 𝑆𝑚 is the exponentiated and shifted score for element𝑚, and
𝐴𝑚 is the final normalized attention weight or softmax output for
element𝑚.

For sequences of dependent tensor computations, the Cascade
of Einsums abstraction represents a series of Einsums where inter-
mediate results feed into subsequent computations. For instance,

𝑌𝑘 = 𝐴𝑘 · 𝐵𝑘 (9)
𝑋 = 𝐴𝑘 (10)
𝑍 = 𝑌 · 𝑋 (11)

represent a typical cascaded pattern from [31], which appear through-
out Transformer layers.

To implement such a cascade, FuseMax [31] adopts the 1-pass
attention dataflow from FlashAttention-2 [5] shown in Figure 2 and
referred to as Einsum Cascade 1. This dataflow has the following
steps: (1) partition the key (𝐾) and value (𝑉 ) tensors into blocks
(𝐵𝐾 and 𝐵𝑉 ) indexed by𝑚1 and𝑚0 where𝑚1 represents the outer
sequence tile and𝑚0 is the inner sequence tile size; the attention

𝐵𝑄𝐾ℎ,𝑚1,𝑚0,𝑝 = 𝑄ℎ,𝑒,𝑝 × 𝐵𝐾ℎ,𝑒,𝑚1,𝑚0 (12)

𝐿𝑀ℎ,𝑚1,𝑝 = 𝐵𝑄𝐾ℎ,𝑚1,𝑚0,𝑝 ::
∨
𝑚0

max(∪) (13)

𝑅𝑀ℎ,𝑚1+1,𝑝 = max(𝑅𝑀ℎ,𝑚1,𝑝 , 𝐿𝑀ℎ,𝑚1,𝑝 ) (14)

𝑆𝐿𝑁ℎ,𝑚1,𝑚0,𝑝 = 𝑒𝐵𝑄𝐾ℎ,𝑚1,𝑚0,𝑝−𝑅𝑀ℎ,𝑚1+1,𝑝 (15)
𝑆𝐿𝐷ℎ,𝑚1,𝑝 = 𝑆𝐿𝑁ℎ,𝑚1,𝑚0,𝑝 (16)

𝑆𝐿𝑁𝑉ℎ,𝑓 ,𝑚1,𝑝 = 𝑆𝐿𝑁ℎ,𝑚1,𝑚0,𝑝 × 𝐵𝑉ℎ,𝑓 ,𝑚1,𝑚0 (17)

𝑃𝑅𝑀ℎ,𝑚1,𝑝 = 𝑒𝑅𝑀ℎ,𝑚1,𝑝−𝑅𝑀ℎ,𝑚1+1,𝑝 (18)
𝑆𝑃𝐷ℎ,𝑚1,𝑝 = 𝑅𝐷ℎ,𝑚1,𝑝 × 𝑃𝑅𝑀ℎ,𝑚1,𝑝 (19)
𝑅𝐷ℎ,𝑚1+1,𝑝 = 𝑆𝐿𝐷ℎ,𝑚1,𝑝 + 𝑆𝑃𝐷ℎ,𝑚1,𝑝 (20)

𝑆𝑃𝑁𝑉ℎ,𝑓 ,𝑚1,𝑝 = 𝑅𝑁𝑉ℎ,𝑓 ,𝑚1,𝑝 × 𝑃𝑅𝑀ℎ,𝑚1,𝑝 (21)
𝑅𝑁𝑉ℎ,𝑓 ,𝑚1+1,𝑝 = 𝑆𝐿𝑁𝑉ℎ,𝑓 ,𝑚1,𝑝 + 𝑆𝑃𝑁𝑉ℎ,𝑓 ,𝑚1,𝑝 (22)

𝐴𝑉ℎ,𝑓 ,𝑝 =
𝑅𝑁𝑉ℎ,𝑓 ,𝑀1,𝑝
𝑅𝐷ℎ,𝑀1,𝑝

(23)

⋄ : 𝑚1 ≡ 𝑀1 + 1 (24)

Figure 2: Einsum Cascade 1: 1-pass attention cascade used in
FuseMax (from [31]).
computation is carried out block by block. (2) perform the following
computations for each tile𝑚1: (a) compute the block dot product
𝐵𝑄𝐾 ; (b) compute the local maximum (𝐿𝑀) across the𝑚0 dimen-
sion; (c) update the running max 𝑅𝑀 as the maximum between the
current 𝑅𝑀 and the new local max 𝐿𝑀 ; (d) subtract the current 𝑅𝑀
from 𝐵𝑄𝐾 and exponentiates the result to form the local softmax
numerator (𝑆𝐿𝑁 ); (e) compute the local softmax denominator as the
sum of 𝑆𝐿𝑁 (𝑆𝐿𝐷) along the𝑚0 dimension; (f) compute a matrix
multiplication with 𝐵𝑉 , producing the result 𝑆𝐿𝑁𝑉 . (3) scale past
values 𝑅𝐷 and 𝑅𝑁𝑉 using a correction factor 𝑃𝑅𝑀 to accumulate
results across tiles, generating 𝑆𝑃𝐷 and 𝑆𝑃𝑁𝑉 respectively to align
them with the current numerical base; (4) combine these scaled past
values with the local results to update the running sums (𝑅𝐷 and
𝑅𝑁𝑉 ). (5) normalize the accumulated numerator-times-V product
(𝑅𝑁𝑉 ) by the accumulated denominator (𝑅𝐷) to produce the final
attention output (𝐴𝑉 ).

The core idea is to stream attention computation in a tile-wise
and stateful manner, maintaining a running max and scaled run-
ning denominator across𝑚1 chunks, to compute numerically stable
softmax without materializing large intermediates like 𝑄𝐾 or soft-
max outputs. Represented as a cascade of Einsums, this formulation
maps naturally onto spatial architectures, enabling FuseMax to
express attention as a fused, pipelined stream that eliminates inter-
mediate memory writes and supports efficient end-to-end execution
on specialized hardware.

3 TransFusion
TransFusion implements end-to-end fusion across full-stack en-
coder/decoder sub-modules (QKV projection, MHA, Add & Lay-
erNorm, and FFN). As shown in Figure 3, starting with the QKV
projection, TransFusion first partitions the input tensor into the
outer tiles, which are loaded into on-chip buffers and processed by
three separate linear layers to generate the corresponding𝑄 , 𝐾 and
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Figure 3: TransFusion Dataflow for a single-token tile (𝑝 = 1) showing the flow of data across off-chip memory, on-chip buffer,
and PE arrays across the QKV projection, MHA, Add & LayerNorm, and FFN. Each layer operates on a tile that preserves the
full head and embedding dimensions (𝐻 ,𝐹 ). Intermediate results are retained on-chip and forwarded between layers, except for
𝐾 and 𝑉 , which are stored in off-chip memory to enable reuse across 𝑄 tiles.

𝑄ℎ,𝑒,𝑝 = 𝐼𝑁𝑃𝑈𝑇𝑑,𝑝 ×𝑊𝑄𝑑,ℎ,𝑒 (25)
𝐵𝐾ℎ,𝑒,𝑚1,𝑚0 = 𝐼𝑁𝑃𝑈𝑇𝑑,𝑚1,𝑚0 ×𝑊𝐾𝑑,ℎ,𝑒 (26)
𝐵𝑉ℎ,𝑓 ,𝑚1,𝑚0 = 𝐼𝑁𝑃𝑈𝑇𝑑,𝑚1,𝑚0 ×𝑊𝑉𝑑,ℎ,𝑓 (27)

Figure 4: Einsum Cascade 2: Tiled QKV Projectoions with
Shared Input.
𝑉 tiles. The 𝐾 and 𝑉 tiles are written back to off-chip memory, and
cached for reuse by all𝑄 tiles during full-stack computation. Trans-
Fusion then propagates each 𝑄 tile through the MHA layer using
intra-layer pipelining and passes its output to the subsequent layers
(Add & Layer and FFN). TransFusion continues the process as inter-
mediate results are forwarded on-chip through each Transformer
layer, until producing the final output at the topmost layer.

This section first defines 1 the Einsum Cascades for each layer
(QKV, MHA, Add & LayerNorm, FFN), followed by the details of
2 the inter-layer mechanism which enables direct on-chip propa-
gation of intermediate results across each layer, and 3 the intra-
layer strategies that achieve efficient computation within each layer
through pipelining execution.

3.1 Transformer as Einsum Cascades
The definition of the Einsums cascades for each Transformer layer
begins with the QKV projection shown in Einsum Cascade 2. This
projection captures the QKV projection phase, where the input

activations are linearly projected into 𝑄 (Equation 25), 𝐾 (Equa-
tion 26), 𝑉 (Equation 27) tensor using shared or separate inputs
and weights. Here, ℎ denotes the number of attention heads, and
𝑒 is the per-head embedding dimension. The 𝐾 and 𝑉 tensors are
partitioned into multi-sequence tiles (𝐵𝐾 and 𝐵𝑉 ), following the
same layout used in Einsum Cascade 1.

TransFusion then feeds the𝑄 , 𝐵𝐾 , and 𝐵𝑉 into the MHAmodule
using the 1-pass MHA execution pattern introduced in Einsum
Cascade 1, where TransFusion propagates each 𝑄 tile through the
whole layer, but with a key difference: while FuseMax loads only a
single head per tile into the on-chip buffer, TransFusion fuses and
retains the full head dimension to ensure correctness and complete-
ness of the subsequent FFN computation.

Thus, the Add & LayerNorm Einsum Cascade is in Einsum Cas-
cade 3. TranFusion performs element-wise addition with the resid-
ual input (Equation 28), followed by normalization (Equation 29-
Equation 36) across the head (ℎ) and embedding (𝑓 ) dimensions at
each sequence position (𝑝). TransFusion computes the mean (Equa-
tion 30) and variance (Equation 34) per token, and then normalizes
the activation (Equation 36). The scaling (𝛾 ) and shifting (𝛽) follow
the design of Li et al. [23] by deferring and fusing them into the
subsequent layer.

Finally, We define the FFN Einsum Cascade in the Einsum Cas-
cade 4. TransFusion computes a complete sub-block of FFN1 for
each tile (Equation 37), which is immediately passed through the
activation function in a pipeline manner (Equation 38). TransFusion
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𝐼𝐴𝑉ℎ,𝑓 ,𝑝 = 𝐼𝑁𝑃ℎ,𝑓 ,𝑝 +𝐴𝑉ℎ,𝑓 ,𝑝 (28)
𝑆𝐴𝑉𝑝 = 𝐼𝐴𝑉ℎ,𝑓 ,𝑝 (29)

𝑀𝐴𝑉𝑝 =
1

𝐻 × 𝐹 × 𝑆𝐴𝑉𝑝 (30)

𝐷𝐴𝑉ℎ,𝑓 ,𝑝 = 𝐼𝐴𝑉ℎ,𝑓 ,𝑝 −𝑀𝐴𝑉ℎ,𝑓 ,𝑝 (31)
𝑄𝐴𝑉ℎ,𝑓 ,𝑝 = 𝐷𝐴𝑉ℎ,𝑓 ,𝑝 × 𝐷𝐴𝑉ℎ,𝑓 ,𝑝 (32)
𝑆𝑄𝐴𝑉𝑝 = 𝑄𝐴𝑉ℎ,𝑓 ,𝑝 (33)

𝑀𝑄𝐴𝑉𝑝 =
1

𝐻 × 𝐹 × 𝑆𝑄𝐴𝑉𝑝 (34)

𝑆𝑅𝑝 =
1√︁

𝑀𝑄𝐴𝑉𝑝
(35)

𝑁𝑅ℎ,𝑓 ,𝑝 = 𝐷𝐴𝑉ℎ,𝑓 ,𝑝 × 𝑆𝑅𝑝 (36)

Figure 5: Einsum Cascade 3: Add & LayerNorm Layer.

𝐹𝐹𝑁 1𝑠,𝑝 = 𝑁𝑅ℎ,𝑓 ,𝑝 ×𝑊𝐹1ℎ,𝑓 ,𝑠 + 𝐵𝐹1𝑠 (37)
𝐴𝑅𝑠,𝑝 = 𝐴𝑐𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝐹𝐹𝑁 1𝑠,𝑝 ) (38)

𝐹𝐹𝑁 2ℎ,𝑓 ,𝑝 = 𝐹𝐹𝑁 1𝑠,𝑝 ×𝑊𝐹2ℎ,𝑓 ,𝑠 + 𝐵𝐹2ℎ,𝑓 (39)

Figure 6: Einsum Cascade 4: Feed Forward Network Layer.

then consumes the resulting activated tile to compute an incom-
plete fragment of FFN2 via the second matrix multiplication (Equa-
tion 39), with buffering the partial results on-chip and awaiting
accumulation with subsequent tiles.

For clarity, this presentation omits the batch dimension (𝑏) in all
Einsum cascades because it does not affect the core computation
patterns. Section 5 will revisit batch size (𝑏) tiling and its impact
on performance.

3.2 Inter-layer Fusion: On-chip Intermediate
Propagation

TransFusion implements inter-layer fusion by retaining interme-
diate activations on-chip and directly forwarding them between
layers. This section describes how TransFusion enables end-to-end
propagation across the full encoder/decoder stack, including QKV
projection, MHA, Add $ LayerNorm and FFN as follows:

QKV Projection. TransFusion partitions both the input se-
quences (𝐼𝑁𝑃𝑈𝑇 ) and projection weights (𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉 ) along
sequence dimension (𝑝) and hidden dimension (𝑑), generating the
outer tiles processing for each input segment. For each outer tile,
TransFusion iterates over the full hidden dimension (𝑑) to compute
the 𝑄 , 𝐵𝐾 , and 𝐵𝑉 via three separate linear transformations. The
resulting 𝑄 , 𝐾 , and 𝑉 tensors serve as inputs to the MHA module.
To preserve correctness in downstream computation (particularly
in the FFN), each outer tile fully retains the head and embedding (𝐻 ,
𝐸, 𝐹 ) on-chip. Among the projected outputs, 𝐵𝐾 and 𝐵𝑉 tiles are
written back to off-chip memory for reuse across all 𝑄 tiles during
attention computation in the full-stack encoder/decoder pipelining.

MHA. TransFusion operates MHA and the subsequent layers
in a 𝑄-tile-wise execution pattern: TransFusion propagates each
𝑄 tile through each Transformer layer to generate its final output
before processing the next 𝑄 tile. Within MHA, TransFusion feeds
the current 𝑄 tile over the entire set of 𝐾 and 𝑉 tiles (from off-
chip memory as needed). Thus, TransFusion must iterate over the
𝑚1 dimension to accumulate the complete attention result. There-
fore, it performs a localized inter-layer fusion between QKV and
MHA layers: along the𝑚1 axis, TransFusion jointly computes the
accumulated numerator-times-V product (𝑅𝑁𝑉 ) and accumulated
denominator (𝑅𝐷), allowing the attention result (𝐴𝑅, tensor shape
[𝐵,𝐻, 𝐹, 𝑃]) to be computed on-chip and forwarded immediately to
the next layer.

Add & LayerNorm and FFN. TransFusion adopts a shape-
consistent fusion pattern to connect Add & LayerNorm and FFN
with MHA, leveraging their identical input/output tensor shape
[𝐵,𝐻, 𝐹, 𝑃] to enable seamless data forwarding. TransFusion com-
poses and reorders Add & LayerNorm, FFN and MHA by their
uniform input/output tensor shape, supporting different model
structures such as encoders, decoders, or hybrid configurations.

3.3 Intra-layer Fusion: On-chip Tile Execution
within Layers

TransFusion implements intra-layer fusion by partitioning the on-
chip buffer into smaller inner tiles that match the size of the un-
derlying 2D PE array. TransFusion executes each inner tile as a
self-contained unit, running through the entire Cascades of Einsum
for each layer. TransFusion schedules the inner tiles in a pipelining
manner across the PE array, allowing overlapping execution across
multiple inner tiles. While the pipelining scheduling strategy is
detailed in Section 4, this section focuses on how the inner tiles are
formed based on the Einsum structure of each layer.

TransFusion determines tiling boundaries by mapping shared
Einsum dimensions, typically the sequence length (𝑝 , 𝑚0), head
count (ℎ), and embedding size (𝑒, 𝑓 ), onto the 2D PE array, as shown
in Table 1. When operating on a 1D PE array, TransFusion retains
the row-based mapping along the sequence dimension (𝑝 , 𝑚0),
and when additional compute resources are available, further un-
folds computation along dimensions originally assigned to 2D PE
columns.

Table 1: Dimension mapping of each Transformer layer onto
the 2D PE array.

Layer 2D PE Row 2D PE Column
QKV 𝑝/𝑚0 ℎ, 𝑒

MHA 𝑝 𝑚0
LayerNorm 𝑝 ℎ, 𝑓

FFN 𝑝 𝑠

The tiling strategy used in each layer works as follows:
QKV. TransFusion treats the Einsums for 𝑄 (Equation 25), 𝐵𝐾

(Equation 26) and 𝐵𝑉 (Equation 27) as independent, dependency-
free computations. Thus, TransFusion maps each Einsum to dif-
ferent dimension assignments over the 2D PE array. For 𝑄 , Trans-
Fusion maps the sequence dimension (𝑝) to PE rows, and (ℎ,𝑒) to
columns. For 𝐵𝐾 and 𝐵𝑉 , TransFusion maps the sequence’s inner
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Figure 7: DPipe Pipelining Scheduling overview showing the computation DAGs and one valid bipartition for Transformer
sublayers (a) MHA, (b) Add & LayerNorm, and (c) FFN. (d) illustrates how DPipe constructs a pipelined execution from a given
bipartition. It first overlaps the execution of Einsums across epochs by interleaving subgraph schedules. DPipe then adds a
virtual root node (𝑅𝑂𝑂𝑇 ) to connect the overlapping subgraphs and form a new DAG. Finally, DPipe generates latency-aware
pipelining schedules using DP strategies.

sequence dimension (𝑚0) to rows, and (ℎ, 𝑒) and (ℎ, 𝑓 ) respectively
to columns.

MHA. TransFusion maps the sequence (𝑝) to PE rows and the
inner sequence dimension (𝑚0) to PE columns. During intra-layer
pipelining, TransFusion partitions the attention computation into
multiple head-specific tiles. When the resulting 2D tile from PE
mapping does not fully utilize the available 1D PE array, TransFu-
sion packs multiple head tiles into a single pipeline pass to increase
computational efficiency across the PE array.

Add & LayerNorm. TransFusion distributes the sequence di-
mension 𝑝 across 2D PE rows, assigning each row to one token.
Then, TransFusion flattens the head (ℎ) and embedding (𝑓 ), distribut-
ing them across 2D PE columns with each inner tile processing an
entire feature vector for the given token. TransFusion computes
the full normalization over (𝐻 × 𝐹 ), within each tile, for one token
position 𝑝 .

FFN. TransFusion maps the sequence length (𝑝) across PE rows,
while the hidden (𝑠) dimension is mapped across PE columns. Dur-
ing execution, TransFusion defines a inner tile by a slice over the
𝑠 and 𝑝 based on 2D PE array size. TransFusion uses each inner
tile to compute a sub-block of FFN1 (Equation 37), and immediately
passes it through the activation function (Equation 38) in a pipelin-
ing manner. Then, TransFusion consumes the resulting activated
inner tile to compute an incomplete fragment of FFN2 via Equa-
tion 39, with the partial results being buffered on-chip and awaiting
accumulation with subsequent tiles.

4 DPipe: an Einsum Pipelining Scheduler via
DAG Traversal and Dynamic Programming

This section describes DPipe, a DAG-based, Einsum-centric pipelin-
ing scheduler that uses DP to optimize intra-layer inner tile ex-
ecution. Instead of relying on heuristic or static scheduling [40]
[41] [31], DPipe introduces flexible adaptation to diverse hardware
and model configurations, forming latency-aware and overlapped
pipelining strategies for optimal execution.

DPipe, depicted in Figure 7, models fused Transformer computa-
tions as a computation DAG where nodes represent an inner tile of
Einsum operations and edges encode data dependencies. By enu-
merating valid DAG partitions and their corresponding execution
orders, DPipe identifies pipelined schedules that enable overlapped
execution across sub-graphs. DPipe applies a DP-based cost model
to estimate the latency of each schedule, taking into account opera-
tion dependencies, tiling granularity, and PE-level parallelism. By
combining this graphical representation with performance analysis,
DPipe provides a principled solution for scheduling fused Einsum
layers onto parallel hardware architectures.

This section first introduces 1 theDAGpartitioning and pipelin-
ing execution strategy, next describes 2 a latency estimation
method for each Einsum operation, and finally presents our 3
DP-based cost model that schedules the pipelining with awareness
of dependencies and resource utilization.
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4.1 DAG Partitioning and Pipelining Execution
Strategy

DPipe first constructs the computation DAG from the Einsum Cas-
cades introduced in Section 3.1, capturing operation-level dependen-
cies. And then, DPipe partitions theDAG into twoweakly connected
subgraphs, subject to the following constraints:

(1) Source-Sink Alignment: The source nodes (i.e., nodes with
zero in degree) must belong to the first subgraph, and the
sink nodes (i.e., with zero out-degree) must belong to the
second subgraph.

(2) Weak Connectivity: The partitioned subgraphs must re-
main weakly connected within the original DAG structure.

(3) Dependency Completeness: The first subgraph must be
dependency-complete: all its input dependencies must be
contained within the subgraph.

(4) Reachability: All nodes in the first sub-graph must remain
reachable from the DAG’s source nodes after partitioning.

Next, DPipe enumerates all valid bipartitions satisfying these
constraints. For each partition, DPipe constructs a pipelined execu-
tion model by applying intra-layer tiling to subdivide the workload
of each subgraph into multiple computational blocks. Each block
processes the full sequence of Einsum operations across the two
subgraphs, effectively creating an overlapped execution pipeline
across epochs. For each valid bipartition, DPipe introduces a vir-
tual root node to connect the source nodes of the two subgraphs.
DPipe then enumerates all valid topological orderings that respect
the new dependencies. Each ordering defines a schedule interleav-
ing Einsum operations from both subgraphs. DPipe evaluates each
candidate schedule by constructing a pipelined execution model
that applies intra-layer tiling — based on Table 1 — to partition the
workload into inner tiles along the sequence (𝑝,𝑚0), head (ℎ) and
embedding (𝑒, 𝑓 ) dimensions mapped onto the PE array. These inner
tiles form the pipeline’s execution units (epochs), with each epoch
executing the full sequence of Einsum operations in the prescribed
topological order. As the inner tiles traverse the fused computation
graph, intermediate results between subgraphs mapped to different
PE arrays (2D↔1D) are staged in the on-chip buffer. This strategy
decouples producer-consumer timing, allowing the next tiles to
begin subgraph-1 while the previous tile proceeds in subgraph-2,
forming a temporally overlapped pipeline across PEs. The on-chip
buffer enables smooth handoff and sustained parallelism.

4.2 Latency Estimation for Einsum Operations
This section describes how DPipe computes latency estimation for
each Einsum, which serves as input to the DP-based scheduling
cost model. An Einsum map operation is expressed in the form:
einsum(InputIndices → OutputIndices), where InputIndices denotes
a comma-separated list of index labels corresponding to each input
tensor, and OutputIndices specifies the index labels of the resulting
output tensor. For example, matrix multiplication 𝐴 ∈ R𝑚×𝑘 , 𝐵 ∈
R𝑘×𝑛 → 𝐶 ∈ R𝑚×𝑛 corresponds to 𝑒𝑖𝑛𝑠𝑢𝑚(𝑚𝑘, 𝑘𝑛 →𝑚𝑛).

The reduction dimensions (𝑘) are the set of index labels present
in multiple inputs but not in the output, and the output dimen-
sions (𝑚,𝑛) are those appearing in the output index. The estimated
compute latency of scalar arithmetic operations required is:

ComputeLoad𝑜𝑝 =
©­«

∏
𝑑∈OutputDims

𝑑
ª®¬ ·

( ∏
𝑑∈ReductionDims

𝑑

)
(40)

ComputeCycles𝑜𝑝 =
ComputeLoad𝑜𝑝

NumPEs𝑜𝑝
(41)

Latency𝑜𝑝 =
ComputeCycles𝑜𝑝

𝑓clk
(42)

where 𝑑 denotes the extent of the dimension, OutputDims is the
output dimensions, ReductionDims refers to the reduction dimen-
sions, NumPEs𝑜𝑝 is the number of PEs assigned to the operation,
and 𝑓𝑐𝑙𝑘 is the clock frequency of the processing elements. The
metric captures the full computation complexity and the compute
latency of the Einsum.

DPipe estimates latency by modelling Einsum compute com-
plexity as the product of output dimensions and reduction di-
mensions (Equation 40), scaled by PE count and clock frequency
(Equation 41,Equation 42). This provides an accurate latency predic-
tion based on arithmetic intensity and parallelism, under compute-
bound conditions.

4.3 Latency-Aware Scheduling via DP
Next, DPipe applies a DP strategy to generate the optimal pipeline
schedule for each candidate’s topological ordering. This algorithm
computes the earliest feasible start time for each Einsum under
resource and dependency constraints, aiming to minimize total
completion time. The scheduler follows the update rules below:

StartT[𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ] = max
(
Time[𝑝𝑒 𝑗 ], max

𝑜𝑝𝑘→𝑜𝑝𝑖
EndT[𝑜𝑝𝑘 ]

)
(43)

EndT𝑃𝐸 [𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ] = StartT[𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ] + Latency[𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ] (44)

EndT[𝑜𝑝𝑖 ] = min
𝑝𝑒 𝑗 ∈[1𝑑,2𝑑 ]

(
EndT𝑃𝐸 [𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ]

)
(45)

Time
[
argmin

𝑝𝑒 𝑗

(
EndT𝑃𝐸 [𝑜𝑝𝑖 ] [𝑝𝑒 𝑗 ]

)]
= EndT[𝑜𝑝𝑖 ] (46)

Here 𝑜𝑝𝑖 denotes the 𝑖-th Einsum operation in the topologically
sorted computation graph, and 𝑝𝑒 𝑗 is the 𝑗-th processing element
in a 1D and 2D PE array. 𝑇𝑖𝑚𝑒 [𝑝𝑒 𝑗 ] tracks the total elapsed time
that 𝑝𝑒 𝑗 has already been occupied by previously assigned einsums.

Equation 43 computes the start time of 𝑜𝑝𝑖 on 𝑝𝑒 𝑗 by taking the
maximum of (a) the current cumulative workload on 𝑝𝑒 𝑗 , and (b)
the latest completion time among all its direct dependencies 𝑜𝑝𝑘 .
Equation 44 computes the completion time of 𝑜𝑝 𝑗 by adding the
known latency. Equation 45 determines the best PE assignment by
selecting the one yielding the earliest completion. Finally, Equa-
tion 46 updates the selected PE’s timeline to reflect the scheduled
operation.

The DP formulation ensures that each operation respects both
dependency constraints and hardware-level parallelism. It aims to
minimize the critical path while distributing the workload evenly
across available compute units.

In summary, our DAG-based pipelining scheduler is tailored for
Einsum-centric Transformer layers, and systematically explores
the space of valid subgraph partitions and their corresponding

7



MICRO 2025, October 18–22, 2025, Seoul, Korea Linxuan Zhang, José Nelson Amaral, and Di Niu

topological schedules, leveraging DP to compute latency-aware,
resource-constrained execution plans. This approach enables fine-
grained intra-module parallelism and balanced PE utilization, form-
ing the foundation for efficient hardware mapping of Einsum-based
Transformer layers.

5 TileSeek: an Outer Tiling Search Algorithm
This section introduces TileSeek, an outer tiling search algorithm
used to optimize data movement from off-chip memory to on-chip
buffer, to reduce energy consumption and off-chip memory traffic.
TileSeek focuses on determining tiling factors that ensure each
outer tile can support the complete computation of a Transformer
layer during end-to-end fusion. This process does not cover the
on-chip buffer to PE/register file level because the corresponding
inner tiling and pipelining strategies have already been discussed
in Section 3.3 and Section 4. To accommodate the full Transformer
stack, TileSeek applies fine-grained outer tiling over the dimensions
[𝐵, 𝐷,𝑀1, 𝑃, 𝑆], where each dimension is mapped according to the
on-chip constraints to balance the workload and reduce traffic.

This section first introduces 1 the detailed implementation of
the TileSeek based on MCTS, and then analyzes 2 the on-chip
buffer requirements for executing each fused layer tile.

5.1 MCTS-based Exploration Framework
TileSeek adopts a search strategy leveraging MCTS for outer tiling
exploration. TileSeek defines each node in the search tree corre-
sponds to a decision along a specific outer tiling factor. TileSeek
maps each complete traversal from the root to a leaf node to a full
outer tiling configuration, specifying how data blocks are parti-
tioned and transferred from off-chip memory to on-chip buffer. The
MCTS framework in TileSeek has the following key components:

• Node: Each Node encodes a partial tiling decision. Collec-
tively, nodes along a path represent an outer tiling strategy
applied to the Einsum.

• Selection: Select child nodes based on the Upper Confi-
dence Bound (UCB) criterion during traversal, balancing
exploration of less-visited nodes and exploitation of high-
performing subtrees.

• Constraint Validation: TileSeek validates the tiling factors
against the hardware constraints of the target accelerator,
including memory capacity and bandwidth limitations. Sec-
tion 5.2 will discuss the buffer constraints analysis.

• Simulation (Evaluation): Evaluate the leaf tilling factors
using Timeloop and Accelergy [34] [51], which estimates
the energy consumption and latency for executing the tiled
computation. The resulting energy or latency can serve as
the reward signal for MCTS.

• Backpropagation: TileSeek propagates the estimated en-
ergy score back through the nodes along the selected path,
updating their statistics to inform future UCB-based selec-
tion decisions.

5.2 On-chip Buffer Requirements
This section analyzes the on-chip buffer requirements associated
with each intra-layer computation. Since our fusion strategy exe-
cutes a complete tile per layer, the on-chip buffer must be provi-
sioned to hold not only the layer input and output activations, but
also any intermediate state required for pipelined execution with
the layer.

Table 2 summarizes the buffer requirements of key Transformer
components (QKV, MHA, Add&LayerNorm, and FFN).

Table 2: Buffer requirements per tile for different intra-layer
modules.

Layer Buffer Req.
QKV Projection 𝐵𝐷 (4𝑃 + 3𝑀1𝑀0) + 3𝐷𝐻𝐸 + 2𝐵𝐻𝑃

MHA 𝐵𝐻𝐸 (𝑃 + 2𝑀1𝑀0) + 𝐵𝐻𝑃 (2 + 2𝐹 )
+4𝑀0𝑃 ′ + 18𝑃 ′

Add & LayerNorm 3𝐵𝐻𝐹𝑃 + 4𝐻𝐹𝑃 ′
FFN 𝐻𝐹 (2𝐵𝑃 + 𝑆) + 𝑆 (𝑃 + 2) + 2𝑆𝑃 ′

In the Table 2, let 𝐵 denote the batch size per tile, 𝐷 the model
dimension, 𝑃 the sequence length, and 𝑀1, 𝑀0 the hierarchical
splits of the sequence introduced in the MHA computation. 𝐻
is the number of attention heads, while 𝐸 and 𝐹 represent the
key/query and value embedding dimensions, where 𝐸 = 𝐹 and
𝐷 = 𝐻 × 𝐸 = 𝐻 × 𝐹 . S denotes the hidden size in the FFN, and the
𝑃 ′ corresponds to the intra-tile sequence length processed per PE
row.

A layer’s input and output activations must be fully buffered on-
chip across all modules. In the QKV projection, the inputs include:

• 𝐼𝑁𝑃 [𝐵,𝐷,𝑃 ] and 𝐼𝑁𝑃 [𝐵,𝐷,𝑀1,𝑀0 ] ,
• Weight metrices𝑊 [𝐷,𝐻,𝐸 ]

𝑄
,𝑊 [𝐷,𝐻,𝐸 ]

𝐾
,𝑊 [𝐷,𝐻,𝐹 ]

𝑉
,

and the outputs are:
• 𝑄 [𝐵,𝐻,𝐸,𝑃 ] , 𝐵𝐾 [𝐵,𝐻,𝐸,𝑀1,𝑀0 ] , 𝐵𝑉 [𝐵,𝐻,𝐹,𝑀1,𝑀0 ] ,

MHA and QKV are localized and fused, TransFusion requires ad-
ditional buffers to store MHA intermediate states required across
𝑀1-loop iterations:

• 𝑅𝑀 [𝐵,𝐻,𝑃 ] , 𝑅𝑁𝑉 [𝐵,𝐻,𝐹,𝑃 ] , 𝑅𝐷 [𝐵,𝐻,𝑃 ] , 𝐴𝑉 [𝐵,𝐻,𝐹,𝑃 ] ,
The MHA module takes:

• 𝑄 [𝐵,𝐻,𝐸,𝑃 ] , 𝐵𝐾 [𝐵,𝐻,𝐸,𝑀1,𝑀0 ] , 𝐵𝑉 [𝐵,𝐻,𝐹,𝑀1,𝑀0 ] ,
as inputs and outputs:

• 𝐴𝑉 [𝐵,𝐻,𝐹,𝑃 ] ,
while also maintaining the recurrent state:

• 𝑅𝑀 [𝐵,𝐻,𝑃 ] , 𝑅𝑁𝑉 [𝐵,𝐻,𝐹,𝑃 ] , and 𝑅𝐷 [𝐵,𝐻,𝑃 ]

To support intra-layer pipelineing, each Einsum kernel requires
dedicated staging buffers. For large Einsums such as 𝐵𝑄𝐾 and 𝑆𝐿𝑁 ,
a full𝑀0 × 𝑃 ′ tile must be buffered; for others, a single 𝑃 ′-length
slice is sufficient.

For the Add & LayerNorm layer, both inputs 𝐴𝑉 [𝐵,𝐻,𝐹,𝑃 ] and
𝐼𝑁𝑃 [𝐵,𝐻,𝐹,𝑃 ] must reside in buffer, along side the output𝑁𝑅 [𝐵,𝐻,𝐹,𝑃 ] .
Additionally, only intermediate results like 𝐼𝐴𝑉 and𝐷𝐴𝑉 are reused
across non-consecutive Einsums, requiring a small number (typi-
cally two) of block-level cache buffers sized 𝐻 × 𝐹 × 𝑃 ′, maintained
via double-buffering.

In the FFN layer, the inputs are 𝑁𝑅 [𝐵,𝐻,𝐹,𝑃 ] , weights𝑊𝐹 [𝐹,𝐻,𝑆 ] ,
and bias𝐵𝐹 [𝑆 ] , producing the output 𝐹𝐹𝑁 2[𝐵,𝐻,𝐹,𝑃 ] . For pipelining,
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each stage in the FFN requires buffer space of size 𝑆 ×𝑃 ′, also main-
tained in double-buffered form to support overlapped execution.

This modelling of buffer-sensitive requirements for all intra-layer
components enables the incorporation of hardware constraints
into the outer tiling feasibility evaluation. Each candidate tiling
configuration must satisfy on-chip buffer capacity constraints, ac-
counting for input/output activations, intermediate recurrent states,
and pipeline staging buffers. These constraints directly prune the
search space and ensure that only implementable configurations
are passed to the performance evaluation stage.

TileSeek is a unified tiling search framework that jointly explores
buffer-sensitive fusion opportunities and hardware-constrained ten-
sor partitioning. By integrating fine-grained buffer modelling, outer
tiling strategies, and joint exploration via MCTS, TileSeek enables
high-throughput Transformer execution under strict memory bud-
gets.

6 Performance Impact of TransFusion
This section evaluates TransFusion’s ability to deliver improved
Transformer fusion across full-stack encoder-decoder workloads.
This experimental evaluation aims to answer the following key
questions: 1 Does TransFusion improve latency and energy ef-
ficiency compared to state-of-the-art baselines such as FLAT and
FuseMax? 2 Does TransFusion preserve its performance advan-
tage under varying compute resources (e.g., different PE sizes)?
3 What are the primary contributors to speedup in TransFusion
across different sequence lengths? 4 How does DPipe impact
entire Transformer modules, including QKV, MHA, FFN, and Lay-
erNorm? 5 What are the underlying factors influencing energy
efficiency at different hardware and sequence lengths ?

6.1 Architectures, Modeling Tools, and
Workloads

This performance study evaluates TransFusion across two archi-
tectural models representing cloud and edge environments. The
cloud-setting evaluation adopts the TPU v2/v3 [32] accelerator
model used by Kao et al. and Nayak et al [18] [31]. This model maps
attention computation onto a spatial architecture consisting of 2D
and 1D PE arrays. Specifically, it features a 256 × 256 2D spatial
array, a 256-element 1D PE array, 16MB of on-chip buffer, and a
DRAM bandwidth of 400 GB/s. The edge architecture is based on
the edge DNN accelerator [58], representing a resource-constrained
design. It includes a 16 × 16 2D PE array, the same 256-element 1D
PE array, 5MB of on-chip buffer, and 30 GB/s of DRAM bandwidth.
Figure 1 and Table 3 summarize these architectural parameters.

Table 3: Architecture Specification in Evaluation.

Name 2D PE size 1D PE size On-chip
Mem. Size

DRAM
BW.

Cloud 256 × 256 256 16MB 400GB/s
Edge 16 × 16 256 5MB 30GB/s

Simulation and Modeling Tools: The performance estimation
of TransFusion uses the Timeloop [34] and Accelergy [51] simula-
tion frameworks for latency and energy prediction. We construct
architectural models of the accelerator at the 45nm technology node
to enable the evaluation of each Einsum operation in isolation. This

study integrates the individual Einsum results using heuristic meth-
ods introduced by Nayak et al. [30] [31] to model full Transformer
execution. These heuristics overlap Einsum executions following
the DPipe strategy to compute end-to-end latency. Accelergy es-
timates overall energy consumption by aggregating compute and
memory access statistics across all Einsums.

Workloads: This evaluation covers a diverse set of Transformer
models, including BERT-Base [8] (BERT), TrXL-wt103 [4] (TrXL),
T5-small [39] (T5), XLM [19], adopted from the benchmarks used in
FLAT and FuseMax, along with Llama3-8B [11] (Llama3). Following
the setup in FLAT and FuseMax, all experiments use a fixed batch
size of 𝐵 = 64.

Unfused: The unfused baseline is modelled by sequentially exe-
cuting QKV projections, MHA, Add & LayerNorm, and FFN, with
intermediate results written to off-chip memory between phases.
QKV projections are computed on the 2D PE array, followed by
𝑄𝐾𝑇 on the 2D array and full softmax on the 1D array. The result-
ing attention weights are multiplied with V using the 2D array, and
Add & LayerNorm are performed on the 1D array. In the FFN, linear
layers run on the 2D, while activations are handled by the 1D.

FLAT: FLAT applies local fusion to the attention layer in a tiled,
sequential fashion. For each Q tile, 𝑄𝐾𝑇 , softmax normalization,
and the weighted sum with V are computed on-chip with outputs
written back to off-chip memory. Other layers (e.g., QKV projection,
Add & LayerNorm, FFN) remain unfused and execute sequentially
with standard memory access.

FuseMax: The main baseline of my paper is FuseMax. FuseMax
adopts a fully fused design for MHA, structured as a sequence of 12
primitive Einsum operators (detailed in Einsum Cascade 1). Atten-
tion scores are computed via 𝑄𝐾𝑇 and normalized using a multi-
stage softmax, where 2D and 1D PE arrays operate in a pipelined
and partially parallel fashion. The softmax and the weighted sum
with 𝑉 are fused into a single pass pipeline, eliminating intermedi-
ate memory writes. The rest of the end-to-end execution, including
QKV projection, Add & LayerNorm, and FFN, follows the same
unfused flow as FLAT.

FuseMax+LayerFuse:As an ablation study, we extend FuseMax
by applying inter-layer fusion across QKV projection, MHA, Add
& LayerNorm, and FFN, forming an end-to-end fuse design. We
executed all layers within the same on-chip computation flow, fol-
lowing the method in Section 3.2. This variant, however, does not in-
corporate DPipe and executes layers sequentially without pipeline-
level overlap, except for the original intra-attention pipeline in
FuseMax.

Speedup Contribution:We decompose the speedup gain us-
ing a weighted attribution scheme to analyze which components
contribute most to the overall speedup. For each layer 𝑖 (e.g., QKV,
MHA, Add & LayerNorm, FFN), we first define the speedup:

S𝑖 =
𝑇 𝑖baseline

𝑇 𝑖TransFusion
(47)

where 𝑇 𝑖baseline and 𝑇
𝑖
TransFusion denote the execution time of com-

ponent layer 𝑖 under the baseline and TransFusion respectively.
The normalized proportional speedup (speedup contribution) of

each component 𝑖 is given by:
9
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SpeedupContribution𝑖 =
𝑆𝑖 · T𝑖𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒∑
𝑗 𝑆 𝑗 · T

𝑗

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

(48)

6.2 Evaluating TransFusion
The experimental results indicate that all the models studied ex-
hibit similar trends across sequence lengths. Thus, for conciseness,
this section presents (1) the scaling results for Llama3 in Figure 8a,
Figure 9a, Figure 10a, Figure 11, Figure 12a and Figure 13; and
(2) a cross-model comparison for 64K sequences in Figure 8b, Fig-
ure 9b, Figure 10b, and Figure 12b highlighting the robustness of
TransFusion.

(a) Llama3: Speedup over Unfused across sequence lengths (1K-1M)
on cloud and edge architecture.

(b) Model-wise speedup comparision (BERT, TrXL, T5, XLM, Llama3)
at 64K sequence length under the same hardware.

Figure 8: Speedup over Unfused of end-to-end Transformer
acceleration across sequence and models. (a) shows the scala-
bility on Llama3, while (b) benchmarks multiple models at a
64K sequence length.

Speedup. Answering 1 , TransFusion achieves a geometric
mean speedup of 1.3× over FuseMax with layer fusion, 1.6× over
FuseMax, and 7.0× over FLAT (Figure 8). A similar trend is observed
in the edge architecture, where TransFusion achieves a geometric
mean speedup of 1.8× over FuseMax with layer fusion, 2.2× over
FuseMax, and 3.2× over FLAT.

Addressing 3 , adding layer fusion to FuseMax offers the most
benefit over FuseMax at 1K (up to 2.1× on both edge and cloud) —
green bars in Figure 8a. However, its benefit diminishes as sequence
length increases, resulting in negligible gains for large sequences.
For short sequences, the processing is memory-bound, and reducing
on-chip memory accesses via fusion effectively improves perfor-
mance. As sequence length grows, the processing is dominated by
computation, limiting the impact of layer fusion.

(a) Llama3: Speedup over Unfused across sequence lengths (1K-1M)
on edge architecture with 2D PE sizes of 32 × 32 and 64 × 64.

(b) Model-wise speedup comparision (BERT, TrXL, T5, XLM, Llama3)
at 64K sequence length under 2D PE sizes of 32 × 32 and 64 × 64.

Figure 9: Impact of 2D PE size on end-to-end Transformer
acceleration. (a) reports Llama3 scalability from 1K-1M se-
quences under 32 × 32 and 64 × 64 PEs, while (b) compares
multiple models at 64K sequence length across the same PE
configurations.

In summary, layer fusion reduces data movement in memory-
bound scenarios (e.g., short sequences), and pipelining (DPipe) im-
proves PE utilization in compute-bound cases (e.g., long sequences).

Generalization across Computational Capability. An evalu-
ation of TransFusion on the edge architecture under two additional
different 2D PE sizes addresses 2 . For the 32 × 32 configuration,
TransFusion achieves up to 1.1× speedup over FuseMax with layer
fusion, 1.8× over FuseMax, and 3.0× over FLAT. For the larger
64 × 64 configuration, where the on-chip buffer size increases to
8MB, TransFusion still delivers strong performance gains, achiev-
ing up to 1.2×, 2.4×, 4.8× speedup over the same baseline. These
performance gains across different compute capacities and mem-
ory budgets indicate that Transfusion is robust and adaptable to
variations in hardware resource configurations.

Utilization. Under the cloud architecture, DPipe achieves rel-
atively higher 2D PE utilization (averaging 58%, 1.3× more than
FuseMax with layer fusion, 1.2× over FuseMax, 5.7× over FLAT),
with an acceptable trade off 1D utilization (Figure 10). This im-
provement stems from DPipe’s ability to offload a portion of the
1D operations (such as LayerNorm and FFN activation operators)
onto the 2D, alleviating the bottleneck on 1D and balancing the
overall load. In non-pipelined baselines, 2D PEs often remain idle
while waiting for dependent 1D to finish, leading to substantial
resource underutilization. A mirrored pattern occurs on the edge,
where DPipe prioritizes 1D PE utilization (averaging 82%) by shift-
ing more workload to 1D arrays to match the resource balance on
edge devices.

10
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(a) Llama3: PE array utilization across sequence lenghts (1K-1M) on
cloud architecture

(b) Utilization comparison (BERT, TrXL, T5, XLM, Llama3) at 64K
sequence length on cloud architecture.

Figure 10: Utilization of 1D and 2D PE arrays in end-to-end
Transformer execution across sequence lengths and model
types.

Figure 11: Speedup contribution breakdown for each layers
(QKV, MHA, Add & LayerNorm, FFN) of TransFusion over
FuseMax on Llama3 across sequecen lengths (1K-1M) under
both cloud and edge architecture.

Layer-wise Speedup Contribution. Addressing 4 , using the
speed contribution method described in Section 6.1, the results in
Figure 11 confirm the earlier observation that for short sequences
(below 256K, memory-bound), TransFusion primarily accelerates
LayerNorm and FFN by efficiently fusing full stack and reducing
data movement on both cloud and edge architecture. When the
bottleneck shifts to the quadratic complexity of the MHA layer
for longer sequences, the performance improvement is primarily
driven by DPipe’s optimized pipeline schedules.

Energy Breakdown. The results in Figure 12 indicate that the
faster TransFusion also consumes less energy. To answer 5 , Fig-
ure 13 breaks down energy consumption by component (off-chip
memory, global buffer, register file, and PE computation). In the
cloud architecture, computation in the PE arrays consumes most of
the energy because, given the large on-chip buffer (16MB) and high
bandwidth (400 GB/s), the architecture enables more aggressive

(a) Llama3: Energy consumption over Unfused across sequence
lengths (1K-1M) on cloud and edge architecture.

(b) Model-wise energy consumption (BERT, TrXL, T5, XLM, Llama3)
at 64K sequence length under the same hardware.

Figure 12: Energy consumption over Unfused of end-to-end
Transformer acceleration across sequence and models.

(a) TransFusion

(b) FuseMax

Figure 13: Energy breakdown across memory hierarchy
(DRAM: off-chip memory, Global Buffer: on-chip buffer, Reg-
ister File, PE arrays) for end-to-end Transformer using Trans-
Fusion and FuseMax on the Llama3 model under both cloud
and edge architecture.

tiling and high data reuse, leaving fewer opportunities for further
energy reduction through fusion.

In contrast, the edge architecture’s limited on-chip buffer ca-
pacity and lower bandwidth result in smaller tile sizes and more
frequent off-chip accesses, amplifying the energy cost of data move-
ment. For short sequences in the edge architecture, up to 25% of the

11
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energy used by FuseMax is spent in DRAM (see Figure 13b), indi-
cating opportunities for further optimization. For shorter sequence
lengths (below 64K), TransFusion significantly reduces energy con-
sumption by improving data reuse via fusion and tiling strategies,
reducing redundant memory accesses. However, as sequence length
increases (above 64K), the workload becomes compute-bound, re-
ducing the effectiveness of these memory-centric optimizations.

7 Related Work
Approximate Acceleration Algorithm. Palletization [2, 43, 48],
quantization [7, 9, 12, 24–28, 36, 37, 47, 52, 53, 57], pruning [15, 29,
35, 46, 54, 55], and knowledge distillation [10, 13, 17, 42, 49, 50]
compress model size by reducing weight precision, removing re-
dundant parameters, or transferring knowledge from larger models,
thereby improving deployment efficiency, inference speed, and en-
ergy efficiency on resource-constrained hardware.𝐴3 [14] proposes
approximate attention by a sparse content-based search, selecting
likely relevant keys through preprocessing and computing only
a subset of scores during inference. FalshDecoding++ [16] elimi-
nates softmax synchronization via unified max value approxima-
tion. However, these methods often come at the cost of degraded
model quality due to reduced numerical precision or structural
simplification. TransFusion preserves original computation seman-
tics through our fusion strategies, making it a high-quality and
deployment-friendly optimization solution without compromising
model accuracy.

Exact Attention Acceleration Methods. Exact accelerator on
Transformer primarily focus on operation fusion [5, 6, 18, 21] and
pipelining [31, 40, 41, 58] to reduce memory traffic and improve
compute utilization. Early works like FLAT, and FlashAttention-
1/2 adopt fine-grained tiling to enable efficient on-chip fusion and
reduce data movement. Later methods, such as FlashAttention-3
and MAS-Attention, improve utilization by overlapping GEMM
and softmax on specific NVIDIA A100 GPU and edge architectures.
TileFlow generalizes pipelined execution via producer-consumer
tiling with shared resources. However, these approaches are limited
by the lack of end-to-end Transformer fusion and rely on static
pipelining strategies. TransFusion enables end-to-end Transformer
fusion with a flexible tile-level pipelining strategy that adapts to
computation patterns and hardware constraints.

8 Conclusion
This paper proposes TransFusion, a Transformer fusion framework
that performs full-stack operator fusion and pipelining scheduling
across the transformer encoder-decoder pipeline. By leveraging
Einsum-based abstractions, TransFusion models Transformer lay-
ers as Einsum Cascades, enabling fine-grained intra-layer pipelin-
ing and direct inter-layer propagation of activation. The paper
describes and evaluates DPipe, a DAG-based DP scheduler that
maps fused computation graphs onto spatial accelerators through
latency-aware pipelining. In addition, TileSeek explores the ex-
panded tiling space introduced by full-stack fusion using Monte
Carlo Tree Search to jointly optimize tiling factors and memory
locality under strict buffer constraints. Evaluated across both cloud
and edge architecture, TransFusion delivers up to an average of 1.6×
speedup on cloud architecture and 2.2× on edge architecture over

the prior state-of-the-art, FuseMax, by jointly optimizing inter-layer
data reuse, intra-layer pipelining, and operator scheduling.
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