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ABSTRACT
Online Reinforcement Learning (RL) has been adopted as an effec-
tive mechanism in various decision-making problems in microarchi-
tecture. Its high adaptability and the ability to learn at runtime are
attractive characteristics in microarchitecture settings. However, al-
though hardware RL agents are effective, they suffer from two main
problems. First, they have high complexity and storage overhead.
This complexity stems from decomposing the environment into a
large number of states and then, for each of these states, bookkeep-
ing many action values. Second, many RL agents are engineered
for a specific application and are not reusable.

In this work, we tackle both of these shortcomings by designing
an RL agent that is both lightweight and reusable across different
microarchitecture decision-making problems. We find that, in some
of these problems, only a small fraction of the action space is useful
in a given time window. We refer to this property as temporal
homogeneity in the action space. Motivated by this property, we
design an RL agent based on Multi-Armed Bandit algorithms, the
simplest form of RL. We call our agent Micro-Armed Bandit.

We showcase our agent in two use cases: data prefetching and
instruction fetch in simultaneous multithreaded (SMT) processors.
For prefetching, our agent outperforms non-RL prefetchers Bingo
and MLOP by 2.6% and 2.3% (geometric mean), respectively, and
attains similar performance as the state-of-the-art RL prefetcher
Pythia—with the dramatically lower storage requirement of only
100 bytes. For SMT instruction fetch, our agent outperforms the
Hill Climbing method by 2.2% (geometric mean).

CCS CONCEPTS
• Computer systems organization; • Computing methodolo-
gies→ Reinforcement learning;
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1 INTRODUCTION
Over recent years, Machine Learning (ML) has received widespread
attention in the architecture community due to its ability to effi-
ciently model complex patterns, optimize system operation, and
adapt to dynamic workloads. ML has found a myriad of applications
in processor microarchitecture, ranging from predictors [10, 37, 72],
prefetchers [27, 62], and cache replacement policies [59, 61] to re-
source management and control [15, 19]. Online Reinforcement
Learning (RL) [12, 69] is a subclass of ML algorithms that is partic-
ularly well-suited for microarchitecture decision-making problems.
In online RL, agents interact with their environment without having
to pre-train with an offline dataset. This enables better adaptability
and generalization to previously unseen environment configura-
tions.

Hardware agents that employ RL [11, 34, 35, 50, 64, 83–85] typ-
ically decompose the environment into a complex set of states,
where the RL agent tries to discover the best actions that maximize
its reward. Such actions cause transitions between states. Although
this approach is effective, it has high complexity, as it introduces
the need to track action values and transition probabilities for many
different states. In the resource-constrained environment of proces-
sor microarchitecture, this results in significant storage overhead.
In addition, most of these RL agents are engineered for a specific
problem and are not reusable. Designing, validating, and integrating
a new RL hardware agent in a processor every time a new potential
use case emerges is very costly.

To address these problems, our work introduces a lightweight
and reusable hardware RL agent. We find that, in some microar-
chitecture decision-making problems, only a small fraction of the
action space is useful in a given time window. We refer to this
property as temporal homogeneity in the action space. We show that,
when this property is present, the problem can be roughly modeled
using a single RL state.

Based on this insight, we explore the effectiveness ofMulti-Armed
Bandit (MAB) algorithms [54, 73], which are the RL flavor with
the lowest complexity. Due to their simplicity, they are especially
suitable for decision-making in highly area-constrained settings
like a processor’s pipeline. Specifically, we design an RL agent
that implements the Discounted Upper Confidence Bound (DUCB)
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algorithm [24] in hardware. We call our agent Micro-Armed Bandit
or Bandit.

We showcase Bandit for two decision-making problems that
have sufficient temporal homogeneity in their action space to be
tackled with MABs. Firstly, we use Bandit to orchestrate simple and
widely adopted non-RL L2 data prefetchers—i.e., next-line, stride,
and stream prefetchers. Secondly, we use it to control the instruction
fetch policy in simultaneous multithreaded (SMT) processors [75].
In particular, in the second use case, we introduce a novel design
space for SMT instruction fetching that customizes both the thread
fetch priority [74] and the thread fetch gating [17] policies.

Our simulation-based evaluation suggests that Bandit is effec-
tive. In the data prefetching use case, for single-core experiments,
Bandit outperforms non-RL prefetchers Bingo [7] and MLOP [60]
by 2.6% and 2.3% (geometric mean), respectively, and attains similar
performance as the state-of-the-art RL prefetcher Pythia [11]—with
the dramatically lower storage requirement of only 100 bytes. In
addition, Bandit attains good performance in four-core experiments
and outperforms Pythia by 2.5% in bandwidth-constrained scenar-
ios. In the SMT instruction fetch use case, Bandit outperforms the
Hill Climbing method [17] by 2.2% (geometric mean).

Overall, this paper’s contributions are:
• The concept of temporal homogeneity in the action space, which
enables low overhead RL for microarchitecture decision-making.
• The adoption of Multi-Armed Bandits as an efficient and reusable
learning mechanism for such problems.
• The Micro-Armed Bandit, an RL agent that implements the Dis-
counted Upper Confidence Bound algorithm in hardware and a
simulation-based evaluation of its performance for data prefetching
and SMT instruction fetching.
• A new design space for SMT instruction fetching that customizes
both the thread fetch priority and thread fetch gating policies.

2 BACKGROUND
2.1 Online Reinforcement Learning
RL [12, 69] is a subclass of ML algorithms that targets action se-
lection problems. Commonly, an RL agent interacts with its envi-
ronment by trying different actions and receiving feedback in the
form of a reward. The goal is to learn the optimal balance between
exploration (trying new actions) and exploitation (selecting the best-
known action) to maximize the accumulated reward in the long
term. Exploration is necessary for an RL algorithm because it helps
the agent better understand the dynamics of its environment. The
duration of an agent’s interaction with its environment is called an
RL episode.

In online RL, agents interact with their environment without
having to pre-train with an offline dataset. As a result, online RL
has several attractive characteristics [11, 18] for microarchitecture
decision-making problems compared to other methods such as Su-
pervised Machine Learning [15, 19, 33, 39, 41, 43, 46] and Formal
Control [29, 45, 51–53]. In comparison with traditional ML, on-
line RL eliminates the need for offline data collection. It provides
better adaptability and generalizes to environment configurations
not encountered before. As an example, consider an agent that is
trained offline using the SPEC benchmarks [66, 67]. Ensuring high
performance in unseen workloads stemming from graph analytics

or cloud applications is non-trivial. Even if the offline dataset is
large enough to include a diverse set of benchmarks, there are no
guarantees that the agent will adapt successfully to unforeseen
system conditions such as power fluctuations. When compared
to Formal Control, online RL does not depend on an offline static
model of the system and does not require the actions to be linearly
correlated with their outcomes [18]. For these reasons, online RL is
an attractive solution for action selection problems in microarchi-
tecture.

2.2 RL Problem Formulations

S1 S2
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Figure 1: Examples of states and actions in different RL prob-
lem formulations. 𝑆 represents states, 𝐴 represents actions,
and 𝑅 represents rewards. The arrows illustrate state transi-
tions.

There are multiple RL problem formulations, which differ in
how they model the environment. They have different levels of
complexity. The level of complexity of a formulation is directly
correlated with the implementation complexity of the RL agent in
hardware. In this section, we describe three alternative formulations.
In addition, we identify a common property of microarchitectural
problems that enables the use of the RL flavor with the lowest
complexity.
(1) Markov Decision Process-based Reinforcement Learning
(MDP-RL): Modeling the environment as a Markov Decision Pro-
cess (MDP) [9] is the most general and highest-complexity problem
formulation. The environment is decomposed into many states and,
in each state, different actions yield different rewards. The actions
cause non-deterministic transitions between states. Before deciding
on an action, the agent considers its current state as well as the
states it might transition to after taking that action. Figure 1(a)
shows a simple MDP environment with 2 states (S1 and S2). In each
state, two actions are possible (Ax and Ay). After the agent selects
an action, it receives a reward (𝑅𝑖 𝑗 ), which depends on both the
current state and the selected action.

The high complexity of MDP-RL stems from the requirement of
bookkeeping action values and transition probabilities for each dis-
tinct state of the environment. Popular algorithms in this category
include Q-Learning [80] and SARSA [55, 69]. Numerous works pro-
pose hardware agents that model the environment as an MDP. For
example, Ipek et al. [34] propose a SARSA-based memory controller
that uses the number and characteristics of reads and writes in the
transaction queue to encode the state. Cohmeleon [85] proposes a
Q-Learning-based agent to orchestrate accelerator coherence in het-
erogeneous SoCs. The Pythia L2 prefetcher [11] is based on SARSA
and can be customized to use different data flow and control flow
features to encode the state.
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Figure 2: Frequency of the top 2 most selected actions by Pythia in SPEC applications during a trace of 1B instructions.

(2) Contextual Bandits: Modeling a decision-making problem
with Contextual Bandits [5, 58] abstracts away the state transition
probabilities. State transitions can still occur but they are not in-
fluenced by the agent’s actions. Figure 1(b) shows a Contextual
Bandit environment. The agent can take actions. However, any
transition between states is not a consequence of selecting an ac-
tion. Instead, the system randomly transitions between states due to
other effects. The agent observes the context associated with each
state and tries to determine the best action for a given context to
maximize its accumulated reward. Contextual Bandits are a lower
complexity problem formulation than MDP-RL but still require the
bookkeeping of action values for each state. The most notable ap-
plication of Contextual Bandits in microarchitecture is the Context
Prefetcher [50], which utilizes both hardware and compiler-injected
software context to decide on the appropriate prefetching actions.
(3) Multi-Armed Bandits (MABs): Multi-Armed Bandits (MABs)
[54, 73] collapse the environment into a single state as displayed in
Figure 1(c). The goal is to identify the single best action that yields
the highest reward while minimizing time spent trying sub-optimal
actions. In MAB terminology, the available actions are referred to
as arms. MABs have significantly lower complexity than the two
previous methods because there is a single state and, therefore, only
a single value needs to be tracked per action. Although MABs’ low
complexity makes them attractive for resource-constrained settings,
their application to microarchitecture has not been investigated.

MABs are less powerful than the other two RL problem formula-
tions. However, they can still be applied to the microarchitecture
domain. Consider a scenario where the same action is repeatedly
optimal for a large enough time period inside an RL episode. In
this case, the action is temporally optimal regardless of the environ-
ment’s state and the whole state space can collapse into a single
state. We refer to this property as temporal homogeneity in the action
space.

Figure 3 provides examples of (fully) temporal homogeneous
and temporal heterogeneous action spaces. In the figure, the whole
action space consists of two actions: 𝐴𝑥 and 𝐴𝑦. Figure 3(a) shows
an environment with a fully temporal homogeneous action space.
It shows the sequence of optimal actions over time for two different
RL episodes (e.g., the execution of 2 different benchmarks). We see
that, in Episode 1, action 𝐴𝑥 is always optimal, while in Episode 2,
𝐴𝑦 is always optimal. On the other hand, Figure 3(b) shows an en-
vironment with a temporal heterogeneous action space, where the
optimal action changes rapidly with time during the same episode.
Note that temporal homogeneity does not require the same action

to be optimal during the whole episode. Instead, it imposes optimal-
ity requirements for a time period long enough so that the MAB
agent can detect the appropriate action. As we will see in Section 3,
high temporal homogeneity is present in some microarchitectural
problems. This property enables the effective use of the simple
MAB RL flavor.

Ay Ay Ay Ay Ay …Episode 2

Ax Ax Ax Ax Ax …Episode 1

Ax Ax Ay Ax Ay …Episode 2

Ax Ay Ax Ay Ay …Episode 1

(a) (b)

time

Temporal Heterogeneous

Action Space

Fully Temporal Homogeneous

Action Space

Figure 3: Examples of temporal homogeneous and heteroge-
neous action spaces.

3 MOTIVATION
This section examines the viability of using MAB algorithms to
attack two different microarchitectural action selection problems:
(i) data prefetching and (ii) instruction fetching in simultaneous
multithreaded (SMT) processors.

3.1 Temporal Homogeneity in Prefetching
In data prefetching, a hardware agent reacts to a request for a line
at address 𝑋 by also prefetching a set of cache lines that are likely
to be accessed in the near future. Spatial prefetching algorithms
typically specify the lines to be prefetched through degree (𝑑) and
offset (𝑜) parameters. The addresses of the prefetched lines are
𝑋 + 𝑜 , 𝑋 + 2 × 𝑜 , ... 𝑋 + 𝑑 × 𝑜 . In this case, prefetching can be
formulated as an RL decision-making problemwith the action space
corresponding to the selection of the prefetch degree and offset.
It is well known that different degrees and offsets work best for
different scenarios [23, 28, 30, 38, 42]. In this section, we examine
the temporal homogeneity of the prefetching action space.

Characterizing the temporal homogeneity of the prefetching
action space requires identifying the optimal prefetching action at
every point in the program. Unfortunately, this is a non-trivial task.
Consequently, we use as a proxy the actions taken by Pythia [11],
which is a spatial MDP-RL prefetcher that shows high performance.
Pythia supports 16 different offsets and four different degrees, for
a total of 64 actions. We profile the frequency of the two most
popular Pythia actions in SPEC traces for a duration of 1 billion
instructions. Section 6 presents more details about our methodology.
Figure 2 displays our findings. On average, the most selected action
in each application accounts for 60% of the total selections, while the
second most selected accounts for 15% of the total action selections
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Figure 4: Pipeline structures and fetch priority & gating policy in [17]. Threads that exceed the occupancy threshold in either
the Instruction Queue, Register File, or ROB are fetch-gated. The remaining threads are prioritized using ICount.

of Pythia. In other words, for a duration of 1 billion instructions, 3%
of the action space accounts for 75% of the total action selections.
Note that the most selected action is different in each application.

The data suggests that the prefetching action space has high
temporal homogeneity but not a perfect one. Also recall that MABs
cannot distinguish between environment states (e.g., between cache
line addresses or between PCs). Hence, using a MAB agent to di-
rectly select a single best degree and offset for all the cache lines
would often not work. Instead, we leverage the following observa-
tion: conventional and widely-adopted non-RL prefetchers such as
the stride and stream prefetchers can already distinguish between
environment states to some extent. For example, the PC-based stride
prefetcher can concurrently support different offsets for different
PCs. Thus, instead of using the MAB agent to directly determine the
prefetch degrees and offsets, we use it as a coordinator of various
conventional lightweight prefetchers—in a manner similar to [38].
Section 5 provides more details about how we employ our agent
towards this goal, and Section 7 presents its effectiveness.

3.2 Policies for Fetch Priority and Gating of
SMT Threads

An important factor that affects performance in SMTprocessors [75]
is the policy that determines which thread to fetch instructions from.
In [74], different fetch priority policies were investigated. They give
priority to threads based on different microarchitectural metrics:
Branch Count (BrC) prefers to fetch from threads that have fewer
branch instructions in the Reorder Buffer (ROB); ICount (IC) favors
threads with fewer occupied entries in the Instruction Queue (IQ);
and LSQCount (LSQC) prioritizes threads with fewer entries in the
Load-Store Queue (LSQ). The Round Robin (RR) policy alternates
between threads in a round-robin manner without considering any
microarchitectural metric.

Choi and Yeung [17] introduce an adaptive mechanism for the
fetch gating of threads. The mechanism dynamically sets a per
thread occupancy threshold for hardware structures using a Hill
Climbing algorithm. If the occupancy of a thread in the IQ, the
Integer Register File (IRF), or the ROB exceeds this threshold (which
is the same for all the structures) the thread is fetch-gated. The best
threshold is determined by trial epochs, dynamically increasing the
allowed entries for one thread by 𝛿 units at the expense of the other
threads. An interesting property of the optimal thresholds is that

they aremostly temporally stable as shown in [17]. This is consistent
with what we observed for prefetching in Section 3.1. Finally, Choi
and Yeung determine the priority of the non fetch-gated threads
using ICount.

In our work, we call the combination of the thread fetch gating
policy and the thread priority policy the fetch Priority & Gating
(PG) policy. Figure 4 illustrates the pipeline structures and the fetch
PG policy used by Choi and Yeung. In the rest of the paper, we refer
to the fetch PG policy used by Choi and Yeung as the Choi policy.

Because the fetch gating policy uses thresholds, it does not pre-
vent threads with high ILP from utilizing a large number of entries
in the shared hardware structures. A thread with high ILP can be al-
lowed to use most of the hardware structure entries, while one with
low ILP may be restricted to fewer entries—if this entry distribution
maximizes performance.

The fetch gating and the fetch priority policies do not accomplish
the same goal; instead, they complement one another. Consider the
times when none of the threads is fetch-gated. One still needs to
select which thread to fetch from. In addition, in contrast to fetch
gating, not all the fetch priority policies are based on measuring the
stress that different threads place on hardware structures. Specifi-
cally, the Round Robin (RR) and Branch Count (BrC) policies take
different approaches.

3.3 Extending the Choi Algorithm
Although the Choi policy is very effective, it has limited adaptability.
First, it always uses ICount for the non fetch-gated threads. Second,
its fetch gating policy is fixed: it fetch-gates a thread if its occupancy
of the IQ, IRF, or ROB exceeds a given threshold. As a result, the
fetch gating policy is unaware of the occupancy of other pipeline
structures such as the LSQ. In addition, in some workloads, threads
may use resources asymmetrically, and it may be best to disregard
the occupancy of certain hardware structures. For example, assume
a 2-threaded scenario where we limit the occupancy of all three
structures to 50%. However, one thread wants to use more entries
from the ROB and does not need to use as many entries from the
IQ, while the other thread has the opposite behavior. Under the
Choi policy, both threads are conservatively fetch-gated, while
the pipeline could support more instructions. In this case, one
could exclude monitoring the occupancy of the ROB or the IQ (or
both) from the fetch gating policy and attain higher performance.
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Figure 5: IPC change relative to the Choi policy of the best- and the worst-performing fetch PG policies among the ones we
consider for different multithreaded SPEC17 mixes. The policy that performs the best for each mix is added as a label. For the
best policy, the thread that committed the most instructions in the mix appears in bold.

As we show next, determining which structures to monitor is an
interesting use case for RL-based decision-making mechanisms.

To mitigate the aforementioned limitations, we consider many
fetch PG policies beyond the Choi one. Specifically, we consider
the four fetch priority policies of Section 3.2 (BrC, IC, LSQC, and
RR), and fetch gating policies based on the occupancies of zero or
more of the following hardware structures: IQ, LSQ, ROB, and IRF.
We represent these fetch PG policies as 𝑋_𝑏3𝑏2𝑏1𝑏0, where 𝑋 is the
fetch priority policy and can be {BrC, IC, LSQC, RR}, and 𝑏3𝑏2𝑏1𝑏0
are bits that denote whether the fetch gating policy monitors the
occupancy of the IQ, LSQ, ROB, or IRF, respectively.

Table 1 shows some examples of these fetch PG policies. For
example, IC_0000 uses ICount as the fetch priority policy and does
not consider the occupancy of any structure when fetch gating.
Thus it does not perform fetch gating; it is the original ICount
policy of Tullsen et al. [74]. IC_1110 uses ICount and fetch-gates
a thread whose utilization of the IQ, LSQ, or ROB is above the
threshold. IC_1011 corresponds to the Choi policy.

Table 1: Examples of different fetch PG policies.

Policy
Mnemonic

Fetch
Priority

Fetch-gate if occupancy of any of
these structures exceeds threshold:
IQ LSQ ROB IRF

IC_0000 ICount no no no no
BrC_1000 Branch Count yes no no no
IC_1110 ICount yes yes yes no
IC_1111 ICount yes yes yes yes
LSQC_1111 LSQ Count yes yes yes yes
RR_1111 Round Robin yes yes yes yes

In this way, we have a total of 64 (4 ∗ 24) different fetch PG
policies. We tested all of them for a set of 43 2-threaded workloads
from SPEC17 [67] (refer to Section 6 for our methodology). For each
of the workloads, Figure 5 shows the IPC change relative to the
Choi policy of the best- and the worst-performing fetch PG policies
among the ones we consider. The policy that performs the best for
each mix is added as a label. For the best policy, the thread that
committed the most instructions in the mix appears in bold.

From the figure, we see that different fetch PG policies work best
in different application mixes. In addition, there is significant IPC
variation between the best- and the worst-performing policies in an
application mix. Selecting a bad policy can decrease performance
by more than 40% compared to IC_1011.

Application mixes consisting of lbm attain large speed-ups. In
this case, policies that use LSQC as the fetch priority policy or con-
sider LSQ occupancy when fetch gating (i.e., x1xx) offer substantial
speedups (13–30%) over IC_1011. Note that these policies still allow
the thread that benefits the most from memory-level parallelism to
get more LSQ entries, if this distribution of entries maximizes the
average performance. As discussed in [71], in a fully dynamically
shared pipeline (with no LSQ-aware fetch gating mechanism) lbm
frequently tends to aggressively consume all of the SQ entries, leav-
ing the other thread with close to none SQ entries. In such cases, an
LSQ-aware gating or priority mechanism prevents the exhaustion
of the SQ entries by a single thread. Such policies result in a higher
average IPC than the LSQ-unaware IC_1011.

Overall, the temporal stability of the threshold of the Hill Climb-
ing algorithm in combination with the heterogeneity in the optimal
fetch PG policy across different applications is fertile ground for
MAB-based decision-making mechanisms.

4 MULTI-ARMED BANDIT ALGORITHMS FOR
MICROARCHITECTURE

In this section, we focus on different Multi-Armed Bandit (MAB)
algorithms and discuss their implications for decision-making prob-
lems in microarchitecture.

Table 2: MAB algorithm variables.
Variable Definition
arm Action available to the MAB agent

bandit step
Time duration that the agent is idle waiting to observe the
reward from its previous arm selection

𝑟𝑖 Average reward that previous selections of arm i have yielded
𝑛𝑖 Number of times that arm i has been selected in the past
𝑛𝑡𝑜𝑡𝑎𝑙 Total number of times that all arms have been selected in the past
𝑟𝑠𝑡𝑒𝑝 Reward received at the end of a bandit step
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Table 3: Multi-armed bandit algorithm variants.

𝜖-Greedy Upper Confidence Bound Discounted Upper Confidence Bound

nextArm 𝑎𝑟𝑚 ←
{
argmax{𝑟𝑖 } 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏. 1 − 𝜖
𝑟𝑎𝑛𝑑𝑜𝑚 𝑎𝑟𝑚 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏. 𝜖

𝑎𝑟𝑚 ← argmax{𝑟𝑖 + 𝑐

√︄
ln(ntotal)

𝑛𝑖
} 𝑎𝑟𝑚 ← argmax{𝑟𝑖 + 𝑐

√︄
ln(ntotal)

𝑛𝑖
}

updSels
𝑛𝑎𝑟𝑚 ← 𝑛𝑎𝑟𝑚 + 1
𝑛𝑡𝑜𝑡𝑎𝑙 ← 𝑛𝑡𝑜𝑡𝑎𝑙 + 1

𝑛𝑎𝑟𝑚 ← 𝑛𝑎𝑟𝑚 + 1
𝑛𝑡𝑜𝑡𝑎𝑙 ← 𝑛𝑡𝑜𝑡𝑎𝑙 + 1

𝑛𝑖 ← 𝛾 × 𝑛𝑖 ,∀𝑖 ∈ [1, 𝑀]
𝑛𝑎𝑟𝑚 ← 𝑛𝑎𝑟𝑚 + 1

𝑛𝑡𝑜𝑡𝑎𝑙 ← 𝛾 × 𝑛𝑡𝑜𝑡𝑎𝑙 + 1

updRew 𝑟𝑎𝑟𝑚 ←
(𝑟𝑎𝑟𝑚 ∗ (𝑛𝑎𝑟𝑚 − 1) + 𝑟𝑠𝑡𝑒𝑝 )

𝑛𝑎𝑟𝑚
𝑟𝑎𝑟𝑚 ←

(𝑟𝑎𝑟𝑚 ∗ (𝑛𝑎𝑟𝑚 − 1) + 𝑟𝑠𝑡𝑒𝑝 )
𝑛𝑎𝑟𝑚

𝑟𝑎𝑟𝑚 ←
(𝑟𝑎𝑟𝑚 ∗ (𝑛𝑎𝑟𝑚 − 1) + 𝑟𝑠𝑡𝑒𝑝 )

𝑛𝑎𝑟𝑚

4.1 General Template for MAB Algorithms
The variables used in a MAB algorithm are shown in Table 2. An
𝑎𝑟𝑚 refers to a specific action available to the MAB agent, while
the 𝑏𝑎𝑛𝑑𝑖𝑡 𝑠𝑡𝑒𝑝 is defined as the time duration for which the agent
is idle waiting to observe the outcome of its previous arm selection.
For every arm 𝑖 , two variables are needed: the average reward 𝑟𝑖
that previous selections of this arm have yielded; and the number of
times 𝑛𝑖 that this arm has been selected in the past. Finally, 𝑛𝑡𝑜𝑡𝑎𝑙
refers to the total number of selections of all arms and 𝑟𝑠𝑡𝑒𝑝 is the
reward received at the end of a bandit step.

Algorithm 1 General template for MAB algorithms
1: Inputs:𝑀 arms
2: Variables: 𝑟𝑖 : average reward of arm i,

𝑛𝑖 : number of times that arm i has been selected

Initial Round Robin Phase
3: 𝑛𝑡𝑜𝑡𝑎𝑙 ← 0
4: for 𝑡 = 1 to𝑀 do
5: 𝑎𝑟𝑚 ← 𝑡

6: 𝑛𝑎𝑟𝑚 ← 1
7: 𝑛𝑡𝑜𝑡𝑎𝑙 ← 𝑛𝑡𝑜𝑡𝑎𝑙 + 1
8: // receive reward at the end of the bandit step
9: 𝑟𝑎𝑟𝑚 ← 𝑟𝑠𝑡𝑒𝑝
10: end for

Main Loop
11: for 𝑡 = 𝑀 + 1 to∞ do
12: 𝑎𝑟𝑚 ← nextArm()
13: updSels(𝑎𝑟𝑚)
14: // receive reward at the end of the bandit step
15: 𝑟𝑎𝑟𝑚 ← updRew(𝑟𝑠𝑡𝑒𝑝 )
16: end for

Algorithm 1 provides a general template for MAB algorithms. For
compactness, we use 𝑟𝑎𝑟𝑚 and 𝑛𝑎𝑟𝑚 instead of 𝑟𝑖=𝑎𝑟𝑚 and 𝑛𝑖=𝑎𝑟𝑚 ,
respectively, in our notation. The algorithm takes the number of
arms available𝑀 . It begins with an initial round robin phase, during
which all arms are tried once. 𝑟𝑎𝑟𝑚 is set to the 𝑟𝑠𝑡𝑒𝑝 received during
that arm’s step, and 𝑛𝑎𝑟𝑚 is set to 1. Then, the main loop of the algo-
rithm begins, which lasts for as long as the agent keeps interacting

with the environment. The main loop consists of three basic func-
tions, which depend on the specific MAB algorithm used. Those
are nextArm(), which selects the next arm to be tried; updSels(arm),
which updates the number of selections 𝑛𝑎𝑟𝑚 for the currently se-
lected arm and potentially other arms; and updRew(𝑟𝑠𝑡𝑒𝑝 ), which
updates the reward 𝑟𝑎𝑟𝑚 for the currently selected arm after the
bandit step is over and the 𝑟𝑠𝑡𝑒𝑝 has been collected.

4.2 Three MAB Algorithms
The implementations of these three functions define how a MAB
algorithm handles the exploration-exploitation tradeoff. We now
discuss the implementations of these functions for three MAB al-
gorithms: 𝜖-Greedy, Upper Confidence Bound (UCB), and Discounted
Upper Confidence Bound (DUCB). Their concise implementation is
shown in Table 3.
(a) 𝜖-Greedy: 𝜖-Greedy [4] is the simplest of the algorithms dis-
cussed. As shown in Table 3, the nextArm function selects with
probability 1 − 𝜖 the arm that has the highest average reward so
far (argmax{𝑟𝑖 }), and with probability 𝜖 a random arm. 𝜖 is an
algorithm hyperparameter that is directly related to the degree of
exploration: large values of 𝜖 mean that the agent is eager to explore
more and exploit less. The updSels and updRew functions are also
simple. In updSels, 𝑛𝑎𝑟𝑚 and 𝑛𝑡𝑜𝑡𝑎𝑙 are incremented. In updRew, the
𝑟𝑠𝑡𝑒𝑝 is added to the running average. 𝜖-Greedy is used in prior
MDP-RL works [11, 50, 64] as an exploration technique (not as a
standalone algorithm).
(b) Upper Confidence Bound (UCB): Two shortcomings of 𝜖-
Greedy is that the exploration picks random arms and is non-
decaying. The problem with randomized exploration is that very
bad arms and nearly-optimal ones have similar probabilities to be
explored. Consider an example from the microarchitecture domain
with two different actions. In the past, one action has resulted in
low IPCs and the other in high IPCs. 𝜖-Greedy will keep on ex-
ploring the two with equal probability. In addition, non-decaying
exploration means that the agent will keep on exploring at the same
rate as time passes, even if it has acquired enough certainty about
the quality of each arm.

The Upper Confidence Bound (UCB) algorithm [3] tries to solve
both problems.While it uses the same updSels and updRew functions
as 𝜖-Greedy, it uses a more sophisticated exploration method in
the nextArm function, as shown in Table 3. The next arm to be
selected is the one with the highest arm potential. The potential is
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the sum of the arm’s average reward so far 𝑟𝑖 plus a term added as

a "bonus" given by 𝑐
√︃

ln(ntotal )
𝑛𝑖

. This term is the exploration factor.
In this expression, 𝑐 is an algorithm hyperparameter, which we
call exploration constant. It controls the degree of exploration. If an
arm has not been selected much in the past, 𝑛𝑖 is small compared
to ln(ntotal), and that arm’s exploration factor is large. That arm
will be favored for selection. The exception is if the arm’s 𝑟𝑖 is
unacceptably low, in which case preference will be given to other
arms. As time passes and different arms are tried, exploration decays
since ln(n)

𝑛 tends to 0 as 𝑛 increases.
(c) Discounted Upper Confidence Bound (DUCB): The Dis-
counted Upper Confidence Bound (DUCB) [24] is an extension to
the UCB algorithm that is suitable for non-stationary (i.e., highly
varying) environments. These environments are common in mi-
croarchitectural problems since the behavior of benchmarks changes
with time. In these cases, we want to forget the past behavior that
we observed.

As shown in Table 3, DUCB shares the nextArm and updRew
functions with UCB, but employs a different updSels function. In
updSels, all selections 𝑛𝑖 are discounted by a 𝛾 constant, which is
a hyperparameter that is less than 1. 𝛾 acts as a forgetting factor.
For the currently selected arm, 𝑛𝑎𝑟𝑚 is first discounted by 𝛾 and
then incremented by 1. As time progresses, since the 𝑛𝑖 for rarely
selected arms is discounted, the exploration factor for such arms
grows, and the arms are possibly retried. This enables the capture
of varying behaviors of an arm. Since DUCB is more dynamic than
UCB, it is less likely to get trapped in suboptimal arms than UCB.

4.3 Modifications for Microarchitecture
Environments

During our evaluation, we found two algorithm modifications that
result in higher performance in microarchitecture environments.
The first one is related to the fact that, in all of our use cases, we use
IPC as the MAB reward, which can vary drastically across different
benchmarks. At the same time, we use a common exploration con-
stant 𝑐 for all benchmarks. Recall that the potential of an arm in UCB

and DUCB is given by 𝑟𝑖 + 𝑐
√︃

ln(ntotal )
𝑛𝑖

. This leads to the following
unwanted effect: for low-IPC benchmarks, 𝑟𝑖 is small and the effect
of the exploration factor 𝑐

√︃
ln(ntotal )

𝑛𝑖
is relatively more prominent

than in high-IPC benchmarks. As a result, MAB algorithms end up
exploring a lot more in low-IPC benchmarks.

To mitigate this unwanted effect, we modify the MAB algorithm
as follows. First, after the initial round robin phase of Algorithm 1
is completed, we calculate the average initial reward across all
arms (𝑟𝑎𝑣𝑔). Then, we use 𝑟𝑎𝑣𝑔 to normalize: (1) the 𝑟𝑎𝑟𝑚 calculated
during the initial round robin phase for each arm and (2) every new
𝑟𝑠𝑡𝑒𝑝 collected during the main loop of the algorithm. This ensures
that there is much less variation in exploration across benchmarks.

The second modification is related to our observation that when
many cores are running MAB algorithms concurrently, inter-core
interference phenomena can affect the bandit exploration. For ex-
ample, assume that a core selects a very aggressive arm that causes
DRAM bandwidth starvation for other cores. Then, those cores may
mistakenly attribute the drops they are observing in their IPCs to

the arm that they are currently exploring. This can lead to cores
getting trapped in suboptimal actions.

To address this problem, a core 𝑝 independently restarts the
initial round robin phase of the algorithm with a small probability
𝑟𝑟_𝑟𝑒𝑠𝑡𝑎𝑟𝑡_𝑝𝑟𝑜𝑏 during the main loop execution, but without re-
setting the already-collected 𝑟𝑖 and 𝑛𝑖 values. With this design, 𝑝
has a chance to re-evaluate all the arms again in a more stable envi-
ronment, as it can be assumed that all the other cores have reached
a steady state and little exploration is in progress. While this is not
a perfect solution, it addresses the problem to some extent.

5 MICRO-ARMED BANDIT DESIGN
We design a lightweight microarchitectural agent that implements
MAB algorithms in hardware. We call the agentMicro-Armed Bandit
or Bandit for short. In this section, we describe its functionality
and microarchitecture. We focus on the DUCB algorithm since
our evaluation (Section 7) reveals that it is the highest-performing
one. We discuss how Bandit can be used for prefetching and SMT
fetch PG policy selection. While our work focuses on these two use
cases, we anticipate that Bandit will find applications in other mi-
croarchitectural decision-making problems with sufficient temporal
homogeneity in their action space.

5.1 Microarchitecture and Functionality
Bandit has a simple microarchitecture. It consists of two tables,
an arithmetic unit, and some control logic. The two tables are the
nTable and the rTable, and each has as many entries as the number
of arms. The nTable contains, for each arm 𝑖 , the number of times
that 𝑖 has been selected so far (𝑛𝑖 ); the rTable contains, for each arm
𝑖 , the current value of its reward (𝑟𝑖 ). The arithmetic unit executes
the arithmetic operations in the nextArm, updSels, and updRew
functions of Table 3 in hardware. The control logic triggers the
selection of the next arm to apply, communicates the selected arm
to the controlled microarchitecture units (e.g., data prefetcher or
instruction fetch unit), and waits until the bandit step is over to
read the values of the appropriate hardware performance counters
into the Bandit microarchitecture. The latter will update its state
so that it is ready for the next arm selection. This process repeats
continuously.

Figure 6 shows the steps in more detail. Figure 6(a) shows the
implementation of the nextArm function. The hardware sequen-
tially reads the nTable and rTable for all the arms, calculates the
corresponding potentials, and selects the arm with the highest po-
tential as the new arm. Then, in Figure 6(b), the Bandit control logic
communicates the arm selection to the controlled entity—in the fig-
ure, the L2 data prefetcher and the instruction fetch unit of an SMT
core. In the background while the arm selection is communicated,
the Bandit updates the nTable (Figure 6(c)) according to the logic
of function updSels shown in Table 3.

Once the bandit step is over, the Bandit arithmetic unit receives
the appropriate hardware performance counters, computes the
step’s reward (𝑟𝑠𝑡𝑒𝑝 ), and accumulates it into the rTable entry of the
corresponding arm (Figure 6(d)). The figure assumes that the reward
is the core’s average IPC. Hence, the arithmetic unit receives the
total number of committed instructions by the CPU core, subtracts
from it the number of committed instructions at the end of the
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Figure 6: Micro-Armed Bandit microarchitecture.

previous bandit step, and divides the result by the step duration in
cycles (calculated similarly through hardware counters). The result
is the step’s IPC or 𝑟𝑠𝑡𝑒𝑝 . We will see in Section 5.4 that some of the
operations in Figure 6(a) and Figure 6(d) can be performed before
the bandit step is over.

5.2 Prefetching Use Case
We use Bandit to control the degree and type of a set of light-
weight and widely adopted L2 prefetchers. This set includes a next-
line (NL) prefetcher, a stream prefetcher, and a PC-based stride
prefetcher. A bandit arm encodes whether the NL prefetcher is
on or off, the degree of the stream prefetcher, and the degree of
the stride prefetcher (Figure 6(b)). A degree of zero means that
the corresponding prefetcher is off. We assume that, like in the
POWER7 [40], the prefetcher degrees can be controlled through
programmable registers. Hence, Bandit communicates its selected
arm to the prefetchers by writing to the programmable registers.
We define the duration of a bandit step as a certain number of L2
demand accesses.

5.3 SMT Instruction Fetch Use Case
We use Bandit to control the fetch PG policy of an SMT processor
as introduced in Section 3. The processor additionally runs the Hill
Climbing algorithm [17] to determine the best occupancy thresh-
old to trigger thread fetch gating. Bandit runs on top of the Hill
Climbing algorithm and does not control the occupancy threshold.
A bandit arm encodes which fetch priority policy will be used and
which pipeline structures will be considered for fetch gating (Fig-
ure 6(b)). The bandit step duration is defined as a certain number of
Hill Climbing epochs, where a different threshold is tested in each
epoch [17]. After this specific number of epochs, Bandit is invoked
to select the next arm. The Hill Climbing algorithm requires the ex-
ecution of some epochs before it can pick a good enough threshold
for a given arm. For this reason, we use a larger bandit step during
the initial round robin phase of the MAB algorithm (Algorithm 1).
By holding the selected arm stable for a longer period of time, the
Hill Climbing algorithm is given more time to converge, and the
𝑟𝑠𝑡𝑒𝑝 received in this phase of the algorithm is more representative
of the true capabilities of the arm. We refer to this initial bandit step

as the bandit step-RR. After the initial round robin phase is over,
we decrease the bandit step to a smaller number of epochs during
the main loop of the algorithm. Section 6.3 describes how we select
appropriate values for the bandit steps. Finally, every time the arm
changes, the Hill Climbing threshold of the old arm is saved, and
the one for the new arm is restored.

5.4 Storage Overhead and Latency
Bandit has a tiny storage overhead, which scales linearly with the
number of arms. Assuming that 𝑟 is stored using a single-precision
floating-point data type and 𝑛 is stored using an unsigned integer
data type, the storage overhead per arm is 8B. For the maximum
number of arms in our evaluation, which is 11 (Section 6), the total
storage overhead is less than 100B. This low number is a direct
result of not decomposing the agent’s environment into individual
states but instead treating it as a single MAB state as explained
in Section 2.2 and Figure 1. In comparison, Pythia, which is an
MDP-RL agent, requires 24KB just to store the state-action values.

The main operation that contributes to Bandit’s latency is the
selection of the next arm (Figure 6(a)). In a naive design, when
the current step’s reward (𝑟𝑠𝑡𝑒𝑝 ) is received, the agent calculates
the average reward of the current arm (𝑟𝑎𝑟𝑚). Then, it sequentially
calculates the potential for all arms and picks the arm with the
highest potential. Assume that𝑛𝑡𝑜𝑡𝑎𝑙 is available and that 𝑙𝑛(𝑛𝑡𝑜𝑡𝑎𝑙 )
is calculated once and reused for all arms, since 𝑛𝑡𝑜𝑡𝑎𝑙 is common.
In this case, computing the potential of an arm involves two reads
(one from the nTable and one from the rTable), a division, a square
root, a multiplication, and an addition (Table 3). By conservatively
assuming a single non-pipelined arithmetic unit and a latency of 20
cycles for each of a square root and a division [22, 32], we estimate
the total latency for picking the highest potential arm among 11
arms to be less than 500 cycles.

In practice, an advanced design takes much less time. Specifically,
while the bandit step is in progress, the agent can compute in the
background the potential of all arms except for the one being tested,
and identify the best among them. It can also compute part of the
𝑟𝑎𝑟𝑚 from updRew in Table 3. When 𝑟𝑠𝑡𝑒𝑝 is finally available, the
critical path involves finishing the computation of the tested arm
reward (𝑟𝑎𝑟𝑚), calculating the potential of the tested arm, compar-
ing it to the potential of the best arm identified so far, and picking
the best of the two. This operation takes about 50 cycles.

To be conservative, in our evaluation, we assume a critical path
of 500 cycles as if the potentials of all the 11 arms are computed
in the critical path. Still, this number is negligible compared to the
total duration of a bandit step in our evaluation, which corresponds
to 1,000 L2 demand accesses for prefetching and 128k cycles for
SMT fetch priority and gating, as described in Section 6.

6 EVALUATION METHODOLOGY
6.1 Evaluation Environment
We evaluate Bandit and other prior microarchitecture proposals
through simulation for both the prefetching and the SMT instruc-
tion fetch use cases. For the prefetching use case, we use the trace-
driven Champsim [25] simulator, which is the standard choice for
such studies [13, 36, 77, 78]. We build on the framework released by
Pythia, which has integrated multiple prefetchers with Champsim.
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For fairness, we use the exact same parameters as the ones used in
the Pythia paper for the simulated cores, memory subsystem, and
prior prefetchers. The core resembles an Intel Skylake [81] and the
parameters are given in Table 4. The prefetcher is associated with
the L2: it is trained on L1 cache misses and fills prefetched lines
into L2 and LLC. We additionally simulate a configuration with
alternative cache sizes (i.e., L2=1MB and LLC/core=1.5MB). We run
both single-core and 4-core experiments.

Table 4: CPU parameters in prefetching experiments.
Fetch Width: 6 LQ/SQ Size: 72/56 entries
Decode Width: 6 IRF/FRF Size: 256/256 regs
Issue Width: 8 Frequency: 4 GHz
Commit Width: 4 L1: 32KB 8-way
IQ Size: 128 entries L2: 256KB 8-way
ROB Size: 256 entries LLC/core: 2MB 16-way

For the SMT use case, since Champsim does not offer a very
detailed pipeline model and does not support SMT, we use Gem5
v20 [14]. In more detail, we build on top of the framework released
by SecSMT [70, 71], which has added full support for SMT in the
out-of-order core model of Gem5. Similar to SecSMT, we assume
that all the pipeline structures (including ROB, IRF, and LSQ) are
dynamically shared between threads. We use the exact same param-
eters as the SecSMT paper. The parameters are shown in Table 5.
The architecture again resembles an Intel Skylake core.

Table 5: CPU parameters in SMT experiments.
Fetch Width: 16B LQ/SQ Size: 72/56 entries
Decode Width: 5 uops IRF/FRF Size: 180/164 regs
Issue Width: 8 uops Frequency: 3.3 GHz
Commit Width: 8 uops L1: 32KB 8-way
IQ Size: 97 entries L2: 4MB 16-way
ROB Size: 224 entries LLC: No L3

In our simulation, we model a conservative latency of 500 cycles
at the end of each Bandit step, until the next arm is selected. During
those cycles, the prefetcher and the SMT scheduler do not stall
but continue operating with the previously selected arm. This 500-
cycle latency is negligible compared to the duration of a bandit step
which, as shown in Table 6, is 1,000 L2 demand accesses for the
prefetching experiments, and 128k cycles for the SMT instruction
fetch experiments.

6.2 Applications
To evaluate Bandit for prefetching, we use a large collection of
traces spanning different application suites, including SPEC06 [66],
SPEC17 [67], PARSEC [49], Ligra [63], and CloudSuite [21]. For
SPEC06 and SPEC17we use the traces from the 3rd Data Prefetching
Championship (DPC-3) [2]. For CloudSuite, we use traces provided
by the 2nd Cache Replacement Championship (CRC-2) [1]. For
Ligra and PARSEC, we use the traces released by Pythia.

For single-core experiments, we simulate 1 billion (B) instruc-
tions to capture as many program dynamics as possible.

When a trace is less than 1B instructions, we create two new
traces. One is created by concatenating the original trace multiple
times until 1B instructions are reached; another is created by ex-
tending the original trace with smaller traces from different phases

of the same program until 1B instructions are reached, to simu-
late highly-dynamic scenarios. We evaluate both traces and report
the average result. Note that, if we stop execution when short
traces are consumed, some of the prefetchers may not have time
to reach steady-state behavior, potentially leading to inaccurate
performance results.

For 4-core experiments, to reduce the simulation time, we sim-
ulate until each core has completed 250M instructions. Similar to
Pythia, we simulate two types of scenarios for 4-core experiments.
First, we assign the same application to every core (forming homo-
geneousmixes). Second, we assign different applications to different
cores (forming heterogeneous mixes).

Since Gem5 is execution-driven, for our SMT evaluation, we
capture simpoints [26] from 22 SPEC17 applications using the ref-
erence input set. From those applications, we create 226 2-threaded
combinations and simulate until each thread has completed 150M
instructions. We also simulate an environment where each thread
has to complete 250M instructions.

6.3 Bandit Tuning and Hyperparameters
To tune the different algorithm hyperparameters (e.g., 𝑐 , 𝛾 , bandit
step duration, and Hill Climbing 𝛿 in SMT), we use a small subset of
our applications, which we will refer to as the tune set. For prefetch-
ing, we use 46 SPEC traces as the tune set, while for SMT, we use
43 2-threaded mixes stemming from 10 applications. We do not
include non-SPEC traces in the prefetching tune set since we want
to test the Bandit’s adaptability to completely unseen application
suites. This is conservative since Pythia uses more traces spanning
different application suites when tuning its hyperparameters. By
trying different parameter values in the tune set, we identify the
best combinations and use them for our evaluation. Table 6 dis-
plays those parameter values. Note that, similar to the original Hill
Climbing paper, we define 𝛿 (Section 3.2) in terms of IQ entries.
In the prefetching use case, we tune the hyperparameters using
the cache sizes of Table 4. We do not retune Bandit (or any other
prefetcher) for the experiment with the alternative cache sizes.

Table 6: Parameters for the SMT thread fetch PG policies and
data prefetching policies.

SMT Thread Fetch Priority and Gating Data Prefetching
Bandit Algorithm: DUCB Bandit Algorithm: DUCB
𝛾 : 0.975 𝛾 : 0.999
c: 0.01 c: 0.04
# Arms: 6 # Arms: 11
Bandit Step-RR: 32 HillClimb Epochs Bandit Step: 1000 L2 acc
Bandit Step: 2 HillClimb Epochs # Trackers in Streamer : 64
Hill Climbing Epoch: 64k cycles # Trackers in Stride: 64
Hill Climbing 𝛿 : 2 rr_restart_prob (4 cores): 0.001

We use 11 bandit arms for prefetching. Table 7 displays the
semantics of these arms. For SMT, we prune the number of arms
from 64 to the 6 that are displayed in Table 1. The combination of
those 6 arms achieved performance very close to the best static
performance of all 64 possible fetch PG policies in the tune set.

6.4 Comparison to Prior Proposals
For prefetching, we use the simple IP-Stride prefetcher [23] as our
baseline prefetcher. Furthermore, we compare our design against
the state-of-the-art Pythia, MLOP [60], and Bingo [7] L2 prefetchers.
We additionally combine Bandit at L2 and a simple IP-stride at
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Table 7: Arms used for prefetching.
Arm id 0 1 2 3 4 5 6 7 8 9 10

NL On/Off Off Off On Off Off Off Off Off On Off Off
Stride Degree 0 0 0 0 2 4 0 8 0 0 15
Streamer Deg. 4 0 0 2 2 4 6 6 8 15 15

L1 and compare it against the state-of-the-art multi-level IPCP
prefetcher [48]. For SMT, we compare our design against ICount
(IC_0000) and the Choi policy (IC_1011) (Section 3). For the tune
set, we additionally evaluate Bandit against the best static arm
selection, by exhaustively keeping individual arms stable for the
full experiment duration and selecting the best-performing arm
on a per-application basis. We do this experiment to evaluate how
close Bandit gets to an oracle that statically selects the best arm.

Although our evaluation reveals that DUCB is the best algorithm
choice for Bandit, for the tune set, we additionally evaluate the
other 2 MAB algorithms and also compare against simple heuristics
that do not use MAB algorithms for the exploration. For simplicity,
in the 4-core prefetching experiments and the SMT experiments,
we evaluate performance based on the sum of the achieved IPCs by
all threads. However, Bandit can easily optimize other metrics, such
as the average weighted IPC [65] or harmonic mean of weighted
IPC [44] by simply changing the Bandit reward and training Hill
Climbing using the appropriate metric [17].

6.5 Area and Power
To estimate Bandit’s area and power, we use CACTI [8] for the
nTable and rTable, and the numbers from [56] for the arithmetic
floating-point unit. We use the area and power scaling factors
from [68] to scale down to 10nm. At 10nm, the total area and power
of a single Bandit agent are 0.00044𝑚𝑚2 and 0.11𝑚𝑊 , respectively.
To estimate the relative overheads in a real CPU design, we focus
on a server-class 40-core Intel Icelake [31] with a TDP of 270W and
a total die area of 628𝑚𝑚2 [57]. Assuming that each core of the
processor is equipped with one Bandit agent, the relative area and
power overheads of all Bandits are less than 0.003%.

7 EVALUATION
7.1 Performance Using the Tune Set
First, we present the results of our evaluation using the tune set.
The experiments evaluate all bandit algorithms of Section 4, the
best static arm selection algorithm, and two additional heuristic
exploration methods. We call these two methods the Single and
the Periodic exploration heuristics. The former stops exploring
after the initial round robin phase of Algorithm 1, and keeps the
arm that performed the best during that initial phase; the latter
alternates between periodic phases of round robin exploration of all
arms and exploitation of the best arm. We augment Periodic with a
moving average buffer similar to the one in the POWER7 adaptive
prefetcher [38]. This section aims to provide insights regarding the
performance of bandit algorithms. We tune the parameters of all
the algorithms to achieve good performance.

We start with the prefetching use case. Table 8 shows the min,
max, and geometric mean IPC across all tune traces for Pythia, Sin-
gle, Periodic, 𝜖-Greedy, UCB, and DUCB as a percentage of the IPC
of the best static arm. We observe that DUCB is the best algorithm

in terms of geometric mean and min performance, while Pythia is
the best for max performance. By holistically modeling the environ-
ment through a single state, bandit algorithms are able to explore
effectively. Despite their simplicity, UCB and DUCB show better
geometric mean performance than Pythia in the tune set.

Table 8: Min, max, and geometric mean IPC of several heuris-
tic and bandit algorithms as a percentage of the IPC of the
best static arm for the prefetching use case.

Pythia Single Periodic 𝜖-Greedy UCB DUCB

min 88.7 72.8 80.3 89.8 88.6 95.0

max 102.5 100.0 99.8 99.9 100.0 101.6

gmean 98.4 96.5 94.1 97.3 98.8 99.1

When it comes to the highest max performance, we observe that
Pythia outperforms the best static arm by 2.5%. This is because not
all applications exhibit sufficient temporal homogeneity in their
action space. However, as explained, temporal homogeneity is the
common case. Interestingly, the maximum performance of DUCB
is also above the best static arm. As we will see later, this is due to
coarse-grained dynamic phases inside an application, during which
different arms are optimal. DUCB, which is more appropriate than
UCB for such scenarios, is able to detect and adapt to phase changes.
Naturally, Single displays the lowest min performance since the
one-time exploration can lead to very bad choices. The performance
of Periodic and 𝜖-Greedy is low due to their randomized and non-
decaying exploration.

Similar results are presented in Table 9 for the SMT instruction
fetch use case. In this table, we also add the Choi policy for reference.
The geometric mean performance of DUCB normalized to the best
static arm is slightly lower than the one in prefetching (Table 8). We
also see that, once again, the max performance of DUCB exceeds
the best static arm. We found out that the reason for this is not
because the applications have significant phase changes. Instead, it
is likely because of the operation of the Hill Climbing algorithm.
In the best static arm experiments, the Hill Climbing algorithm
can get trapped in local maxima. With DUCB, alternating between
different fetch PG policies during exploration injects noise in the
IPC that helps Hill Climbing escape those maxima.

Table 9: Min, max, and geometric mean IPC of several heuris-
tic and bandit algorithms as a percentage of the IPC of the
best static arm for the SMT thread fetch use case.

Choi Single Periodic 𝜖-Greedy UCB DUCB

min 77.2 77.8 88.4 92.0 90.9 92.2

max 101.0 101.1 100.4 100.5 101.1 101.4

gmean 94.5 96.8 97.2 97.8 98.4 98.6

Figure 7 visualizes the exploration that different algorithms per-
form for different applications. Each plot shows the index of the
arm explored as a function of time. The plots in the same row
correspond to a specific algorithm (Best Static, Single, UCB, and
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Figure 7: Exploration performed by different algorithms (rows of plots) for different applications (columns of plots).

DUCB); the plots in the same column correspond to a specific ap-
plication (cactus for prefetching, mcf for prefetching, gcc-lbm for
SMT, and cactus-lbm for SMT). Each plot also shows the IPC of the
algorithm/application combination. We do not include 𝜖-Greedy
or Periodic in this figure because their plots are very noisy due to
their non-decaying exploration. The leftmost two applications run
under the prefetching use case, while the rightmost two run under
the SMT thread fetching use case.

The plots show that Best Static does not perform arm exploration
and that Single explores only during the initial round robin phase.
Both UCB and DUCB explore, but DUCB explores more. Different
algorithms choose different arm indices for the same application.
For example, Single may choose a different arm than Best Static.
This results in a dramatic IPC drop in cactus and gcc-lbm. On the
other hand, although UCB and DUCB may frequently not select the
best arm, they select an alternative arm that does equivalently well.
For example, in gcc-lbm, both UCB and DUCB select arm three,
which has a very similar IPC as the optimal arm four.

The mcf plot is an example of howDUCB is able to adapt to phase
changes. At around three billion cycles, a phase change occurs.
DUCB realizes this and starts increasing its exploration rate. Finally,
it settles with a different arm than the one used in the first three
billion cycles. The resulting 0.21 IPC is higher than the 0.20 IPC
of the Best Static algorithm. On the other hand, UCB is unable to
adapt to the phase change and keeps the same arm used in the first
three billion cycles. Also note that, for cactus-lbm, the IPCs of UCB
and DUCB are higher than the Best Static algorithm and no phase
change occurs. This is due to the injection of exploration noise,
which helps the Hill Climbing threshold escape local maxima.

Since DUCB outperforms the other bandit algorithms in the tune
set, in the rest of this section, we focus on this bandit algorithm.

7.2 Performance of Prefetching
7.2.1 Single-core Evaluation. We compare the performance of Ban-
dit to that of the baseline Stride prefetcher, the non-RL prefetchers
MLOP and Bingo, and the MDP-RL prefetcher Pythia. Figure 8 com-
pares the geometric mean IPC of these designs across all the traces

for a single core. All IPC numbers are normalized to a scenario with
no L2 prefetcher.
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Figure 8: Single-core performance for different state-of-the-
art L2 prefetchers.

We observe that Bandit achieves the best or close to the best per-
formance in all the application suites. When the geometric mean of
all the suites is considered, Bandit outperforms Stride by 9%, Bingo
by 2.6%, MLOP by 2.3%, and Pythia by 0.2%. Remarkably, Bandit
matches the performance of Pythia even though it introduces less
than 100 bytes of storage overhead on a conventional processor
and can be reused across different use cases. In contrast, the storage
overheads of Pythia, MLOP, and Bingo are 25.5KB, 8KB, and 46KB,
respectively. Even if we include in the Bandit’s storage overhead cal-
culation the storage of the NL, stream, and stride prefetchers (which
are already fundamental parts of modern processors), Bandit’s total
storage overhead for prefetching is less than 2KB.

There is a combination of reasons why the simple bandit al-
gorithm matches the performance of the more complex Pythia
algorithm. First, prefetching is characterized by substantial tem-
poral homogeneity (Section 3.1). Secondly, Bandit uses the sophis-
ticated DUCB exploration, while Pythia uses an 𝜖-Greedy action
selection mechanism to explore actions for different states. Finally,
Bandit uses the IPC as the reward, while Pythia assigns rewards
based on prefetch timeliness and accuracy. Therefore, Bandit is de-
signed to maximize performance directly, while Pythia is designed
to maximize performance indirectly through prefetch timeliness
and accuracy.

Figure 9 shows single-core prefetches and LLCmisses normalized
to LLC misses without prefetching (similar to [11]) for NoPrefetch,
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Stride, Bingo, MLOP, Pythia, 𝐵𝑎𝑛𝑑𝑖𝑡𝐼𝑑𝑒𝑎𝑙 , and Bandit. 𝐵𝑎𝑛𝑑𝑖𝑡𝐼𝑑𝑒𝑎𝑙
does not account for the 500 cycles needed to update the bandit
structures at the end of each bandit step. The figure shows the
prefetches that are timely, the LLC misses that are uncovered (or
that there is a late prefetch that is unable to cover the whole miss la-
tency), and the prefetches that are wrong (i.e., the overpredictions).
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Figure 9: Single-core LLC misses and prefetches classified
into timely, late, and wrong.

The figure suggests that Bandit is a conservative prefetcher. On
average, it reduces the absolute number of wrong prefetches by
66% and 58% compared to Bingo and MLOP, respectively, while
not issuing many more wrong prefetches than Pythia. The fraction
of LLC misses covered with timely prefetches is 49% for Stride,
69% for Bingo, 63% for MLOP, 72% for Pythia, and 67% for Bandit.
This number is slightly lower in Bandit than in Pythia due to cases
of medium temporal homogeneity. However, recall that Bandit is
trained to maximize the end result (i.e., IPC) and not the prefetch
coverage as in Pythia. For this reason, Bandit is able to detect
the configurations that cover the misses that are most critical for
performance. As a result, although covering slightly fewer misses,
Bandit is able to match Pythia’s IPC (Figure 8). Finally, the number
of timely prefetches is very similar in Bandit and in 𝐵𝑎𝑛𝑑𝑖𝑡𝐼𝑑𝑒𝑎𝑙 .
This result suggests that the Bandit latency does not significantly
impact the timeliness of prefetches.

As explained by the Pythia authors [11], Pythia uses information
provided to it about the memory bandwidth usage in the system.
This memory bandwidth usage awareness allows Pythia to sub-
stantially outperform MLOP and Bingo in bandwidth-constrained
system configurations. In Figure 10, we compare the performance of
Bandit and Pythia for different available DRAM bandwidth values
in megatransfers per second (MTPS). Our baseline configuration
has an available DRAM bandwidth of 2400 MTPS, and the figure
performs a sweep using 16 times smaller, 4 times smaller, and 4
times larger available DRAM bandwidth.
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Figure 10: Performance of Pythia and Bandit for different
available DRAM bandwidth values in megatransfers per sec-
ond (MTPS).

From the figure, we see that Bandit performs as well as Pythia
in all configurations. Interestingly, Bandit outperforms Pythia by
2.5% in the most bandwidth-constrained configuration (i.e., for 150
MTPS). This is because the Bandit agent judges actions based on
the end result (i.e., final IPC). Aggressive prefetching actions in
bandwidth-constrained system configurations do not yield good
IPC results. Bandit learns this and outperforms Pythia without
needing to use any bandwidth-related information in its reward
function.

7.2.2 Comparison for Other Configurations. In this section, we con-
sider some architectural variations. Note that we do not retune any
of the prefetchers for the new architectures. Figure 11 repeats the
experiment in Figure 8 in a system with a different cache hierarchy.
We change the L2 size to 1MB and the LLC size to 1.5MB, which
are similar to the sizes used in the Intel Skylake. The rest of the
system parameters are kept the same. We observe that Bandit still
attains better performance than the other prefetchers. When the
geomean of all suites is considered, Bandit outperforms Stride by
9%, Bingo by 1.5%, MLOP by 4.9%, and Pythia by 0.2%.
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Figure 11: Single-core performance for a different cache hi-
erarchy.

We now consider hierarchies with both L1 and L2 prefetch-
ers. They include the multi-level IPCP prefetcher and different
L2 prefetchers (Stride, Pythia, and Bandit) augmented with a sim-
ple stride prefetcher at the L1 cache (Stride_Stride, Stride_Pythia,
and Stride_Bandit). Figure 12 shows the geometric mean IPC of
each of these configurations relative to a scenario with no L1 or L2
prefetcher. The figure shows that the geomean IPC increase over
no-prefetching is 16% for Stride_Stride, 24.5% for IPCP, 24.8% for
Stride_Pythia, and 24.5% for Stride_Bandit. This reveals that Bandit
at L2 in combination with a simple stride at L1 is an excellent op-
tion. Some extensions that could further increase the performance
of Bandit could be: (1) use a second Bandit to control lightweight
prefetchers at L1 or (2) use a single Bandit to control both the L1 and
L2 prefetchers in conjunction. We plan to evaluate such extensions
in future work.
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Figure 12: Single-core performance for different multi-level
prefetcher combinations.
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Figure 13: Performance of Bandit relative to Choi for 226 2-thread mixes from 22 SPEC17 applications.
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Figure 14: Four-core performance for different state-of-the-
art L2 prefetchers.

7.2.3 Multicore Evaluation. In this section, we evaluate a four-core
architecture. Figure 14 shows the four-core performance for differ-
ent state-of-the-art L2 prefetchers. The four cores of the architecture
all run the same single-threaded application. Looking at the geo-
metric mean of all suites, Bandit outperforms Stride by 6%, MLOP
by 2.4%, and Bingo by 4.0%. However, it performs slightly worse
(by 1.0%) than Pythia. The reason is that, in the 4-core scenario,
the reward is more noisy than in the single-core scenario. Since
four bandits are operating and exploring in parallel, their decisions
interfere. If a bandit chooses an aggressive arm that causes DRAM
bandwidth starvation for the other cores, the bandits of these other
cores may mistakenly attribute the drop in their IPCs to the arm
they are currently exploring. The result could be to get trapped in
suboptimal arms. It can be shown that, for workloads that combine
different applications, the result is similar.

Overall, Bandit’s performance for 4-core mixes is good, espe-
cially considering its tiny storage footprint. In future work, we plan
to investigate alternative rewards that are not very sensitive to
inter-core interference and advanced techniques to orchestrate the
exploration of multiple bandits [18].

7.3 Performance of SMT Thread Fetching
We now consider the SMT fetch policy use case. We compare the
performance when Bandit is used to control the SMT thread fetch
PG policy and when the Choi policy is used. In the evaluation, we
use the 226 2-thread mixes from 22 SPEC17 applications discussed
in Section 6.2. Figure 13 shows the IPC achieved with Bandit relative
to the IPC attained with Choi. In the x-axis, the application mixes
are sorted from lower to higher ratio of Bandit IPC to Choi IPC.

We observe that Bandit offers clear benefits over Choi. It outper-
forms Choi by more than 4% in 36 application mixes, and by 36%
in one mix. On the other hand, Choi outperforms Bandit by more
than 4% in only 6 application mixes. These are cases in which the
Bandit exploration is not optimal and settles for policies worse than
Choi (i.e., IC_1011). Overall, including all the mixes, Bandit offers a
2.2% geometric mean speedup over Choi and, although not shown
in the figure, a 7% geometric mean speedup over plain ICount (i.e.,

IC_0000). Finally, we repeated these experiments extending the
simulation duration to 250M instructions from each thread and
observed similar results.

To understand the performance difference between Bandit and
Choi, we focus on the activity of the rename stage of the pipeline of
the core. The rename stage can be stalled, idle, or running (i.e., doing
useful work). Rename is stalled due to full conditions in various
shared pipeline structures—mostly the ROB, IQ, LQ, SQ, and RF.
Rename is idle when the fetch and decode stages have not pushed
any instructions to it, possibly due to fetch gating.

Figure 15 shows, for Choi and Bandit, the average fraction of
cycles that the rename stage is in different states. From left to right,
the bars show cycles stalled due to ROB being full, IQ being full,
LQ being full, SQ being full, and RF being full. The next three bars
are the average fraction of cycles when rename is stalled due to
any structure being full, when rename is idle, and when rename is
running.
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Figure 15: Percentage of cycles when rename is stalled, idle,
or running for Bandit and Choi.

The figure shows that Bandit reduces the fraction of cycles when
rename is stalled and when rename is idle. As a result, it increases
the fraction of running cycles. In particular, Bandit decreases re-
name stalls because it includes arms that are aware of SQ occupancy.
As a result, it decreases the stalls due to SQ full conditions. Impor-
tantly, Bandit decreases rename idle cycles by being able to detect
the criticality of each structure in cases of asymmetric utilization
(Section 3.3). In this way, it eliminates a substantial number of
conservative fetch gating occurrences. As a result, on average, the
fraction of cycles when rename is running is 2.6% higher with
Bandit than with Choi.

8 RELATEDWORK
1. Prefetching: Throughout the years, numerous prefetchers have
been proposed, including adaptive [28, 30, 38] and composite [42,
76] prefetchers. IPCP [48] groups instruction pointers in classes
based on their access patterns and uses a lightweight prefetcher per
class. Jimenez et al. [38] propose heuristic software techniques to
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control the aggressiveness of the IBM POWER7 stream and stride
prefetchers. Software techniques are not as agile as hardware agents
and cannot detect short-lived program mini-phases. Our Periodic
heuristic is inspired by this work.

The Best Offset Prefetcher (BOP) [47] tries to identify a single
best offset that is used for all cache lines, by scanning all the possible
options and learning the optimal one per epoch. In addition, it
always prefetches with a degree of 1. Although such an approach
would work in cases of perfect temporal homogeneity, it fails to
adapt in scenarios with high (but not perfect) homogeneity, in
which a few different degrees and offsets are optimal (Figure 2). On
the other hand, Bandit controls an adaptable prefetcher mix and
thus can concurrently sustain a few different degrees and offsets in
the same program phase. Hence, it can adapt in cases of high but
imperfect temporal homogeneity. An additional difference is that,
instead of scanning all the possible options as in BOP, Bandit uses
the sophisticated DUCB exploration algorithm.

In the RL domain, the most notable examples are Pythia [11]
and the Context Prefetcher [50], which were discussed in Section 2.
Pythiawas shown to outperform the Context and adaptive POWER7
prefetchers [11]. In our evaluation, we extensively compared Ban-
dit’s performance to Pythia’s and other state-of-the-art prefetch-
ers [7, 48, 60]. Recently, ML and RL-inspired prefetch managers
have been proposed [20, 35] to coordinate multi-level prefetchers.
We believe that Bandit can also be useful to manage multi-level
prefetchers and we plan to test this use case in future work.
2. SMT resource distribution: Apart from the Hill Climbing
algorithm [17], there are other methods for distributing shared
resources in an SMT pipeline. For example, ARPA [79] assigns more
resources to threads based on their usage efficiency. Using Bandit to
augment such alternative methods, in a manner similar to how we
used it for Hill Climbing is an interesting research direction. Some
recent works employ neural networks for SMT processor resource
distribution [16, 82]. However, the high complexity and overhead
of such ML models are hard to justify for resource-constrained
environments such as a processor pipeline.
3. Hardware RL agents for other use cases: Apart from the use
cases that we focused on in this work, hardware RL agents have
been proposed for a variety of other applications. For example, Ipek
et al. [34] propose a SARSA-based memory controller, while Zheng
and Louri [83] propose a NoC design with per-router Q-Learning
agents. Sibyl [64] uses RL for data placement in hybrid storage sys-
tems. Cohmeleon [85] employs Q-Learning to find the best cache
coherence mode for different accelerators in heterogeneous SoCs.
While effective, all of these approaches suffer from the increased
complexity and overhead introduced by decomposing the environ-
ment into multiple states, as explained in Section 2. SOSA [18] is a
cross-layer system for hierarchical SoC management. It employs
a software supervisor that coordinates low-level hardware agents.
Ideas from SOSA could be useful to coordinate multiple Bandits
operating in parallel.

9 FUTUREWORK
We outline two possible future research directions. One of them is to
investigate the applicability of Bandit to other use cases such as the
ones discussed in the last part of Section 8. We plan to investigate

whether the simplified approach followed by Bandit is sufficient
for some of these use cases.

The second direction is to study Bandit extensions with slightly
higher storage needs than the design proposed here, which can
increase performance further. There are many ways in which po-
tential Bandit extensions could utilize additional storage budget.
An obvious way is to increase the action space. For example, for the
prefetching use case, Bandit could also control the target cache level
and/or prefetch throttling mechanisms. An alternative extension is
to use a single Bandit to control multiple ensembles. One example
is to control both the L1 and L2 prefetcher configurations or to
jointly select the prefetcher configuration and the cache replace-
ment policy. Note that the action space size in this case is given
by the product of the action space of each ensemble (e.g., for 10 L1
and 10 L2 prefetcher configurations, there are a total of 100 Bandit
actions).

During our tuning experiments, we observed that different val-
ues of the DUCB hyperparameters (e.g., 𝛾 and 𝑐 in Table 6) worked
best for different applications. This observation motivates an al-
ternative way to utilize any additional storage budget: multiple
low-level Bandits with different hyperparameter values could be
concurrently active, and a high-level Bandit would select the best
one. Finally, although Bandit is unable to discriminate environment
states (Figure 1), it could be augmented with a classifier module
that classifies memory access patterns [6, 48] online. Then, a sepa-
rate Bandit could be used to pick the appropriate actions for each
pattern type.

10 CONCLUSION
Our analysis of some microarchitecture decision-making problems
reveals that, in a given time window, only a small fraction of the
action space is useful. We exploit this observation by modeling the
decision-making as a Reinforcement Learning (RL) environment
using a single state, drastically reducing complexity and storage
requirements. We then design a hardware RL agent implementation
based on Multi-Armed Bandit algorithms that is lightweight and
reusable. We call our RL agent Micro-Armed Bandit or Bandit.

We showcase Bandit in two use cases: data prefetching and
instruction fetch in SMT processors. For prefetching, our agent
outperforms non-RL prefetchers Bingo and MLOP by 2.6% and 2.3%
(geometric mean), respectively, and attains similar performance
as the state-of-the-art RL prefetcher Pythia—with the dramatically
lower storage requirement of only 100 bytes. For SMT instruction
fetch, our agent outperforms the Hill Climbing method by 2.2%
(geometric mean).
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